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Community question-answering (CQA) systems, such as Yahoo! Answers or Stack Overflow, belong to a
prominent group of successful and popular Web 2.0 applications, which are used every day by millions of
users to find an answer on complex, subjective, or context-dependent questions. In order to obtain answers
effectively, CQA systems should optimally harness collective intelligence of the whole online community,
which will be impossible without appropriate collaboration support provided by information technologies.
Therefore, CQA became an interesting and promising subject of research in computer science and now we
can gather the results of 10 years of research. Nevertheless, in spite of the increasing number of publications
emerging each year, so far the research on CQA systems has missed a comprehensive state-of-the-art survey.
We attempt to fill this gap by a review of 265 articles published between 2005 and 2014, which were selected
from major conferences and journals. According to this evaluation, at first we propose a framework that
defines descriptive attributes of CQA approaches. Second, we introduce a classification of all approaches
with respect to problems they are aimed to solve. The classification is consequently employed in a review
of a significant number of representative approaches, which are described by means of attributes from the
descriptive framework. As a part of the survey, we also depict the current trends as well as highlight the
areas that require further attention from the research community.
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1. INTRODUCTION

With the development of Web 2.0, popularity of systems based on user-generated con-
tent such as Wikipedia, YouTube, or Flickr is continuously increasing. Another example
that has become quite prominent in the past few years is Community Question Answer-
ing (CQA). CQA is a web-based service where people can seek information by asking
a question and share knowledge by providing answers on questions asked by the rest
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of the community. Some CQA systems allow users to ask questions without any topic
restriction (e.g., Yahoo! Answers), while other CQA systems are dedicated to a specific
domain (e.g., Stack Overflow focuses on programming-related questions).

A typical process of question answering in CQA systems consists of several steps.
It is usually initiated by unsuccessful information seeking in traditional information
retrieval systems, such as web search engines. An asker visits a CQA system and posts
a new question by providing its title, description, and assignment to one or several
predefined topics. In comparison with web search engines, the question description
should be formulated in a natural language, and thus it does not have to be reduced to
keywords or limited to some basic semantics. It means that the required information
can be described more precisely and thus the asker can receive the appropriate answer
more effectively. Afterwards, the question is distributed to potential answerers who
are most likely to provide good answers. This phase is absolutely essential for the
question-answering process because if the question is not available to suitable users,
it may not be answered properly or in acceptable time. In addition, this phase covers
activities, such as posting comments or voting on questions and answers. Finally, the
asker can choose the best answer and optionally in some CQA systems also provide a
rating how good the answer is. As soon as the best answer is selected, the question is
marked as resolved and placed into the CQA archive.

The main goal of CQA systems is to provide the most suitable answers on the recently
posted questions in the shortest possible time. Compared with traditional information
retrieval systems, CQA systems are able to harness tacit knowledge (embedded in
their diverse communities) or explicit knowledge (embedded in all resolved questions)
in answering of an enormous number of new questions posted each day. Nevertheless,
the growing number of new questions could make CQA systems without appropriate
collaboration support become overloaded by users’ requests. As a result, askers would
not be able to receive satisfactory answers in acceptable time, and thus the main goal
of CQA systems would not be achieved. For this reason, many approaches have been
already proposed to support the process of question answering. In addition, a number
of case studies and data analyses concerning with users, questions, and answers have
been conducted so far.

In spite of the increasing number of research articles aimed at CQA systems in recent
years, a comprehensive review of state-of-the-art approaches has not been published so
far. As a result, the negative consequences of the missing survey are quite compelling.
At first, the relation between CQA concepts and existing theories on users’ collabo-
rations has not been fully described yet. Second, due to the absence of systematical
classification of problems solved in CQA, it is really difficult (particularly for newcom-
ers) to get an overview of the current state of the research. Furthermore, many similar
problems are termed differently in the articles (e.g., question routing, answerer recom-
mendation, and expert finding quite often refers to the same concept of new question
recommendation to potential answerers). These inconsistences together with missing
classification make the orientation in the existing approaches chaotic and ambiguous.
Moreover, the approaches themselves are really diverse in terms of employed algo-
rithms, features, datasets, evaluation metrics, and so on, and thus it is quite difficult
to identify the state-of-the-art solutions or the preferred evaluation methodologies.

In order to face these drawbacks, we attempted to perform the first comprehensive
survey and classification of approaches employed in CQA systems. Our main contribu-
tions are as follows:

(1) Summary of theories behind two perspectives on CQA systems (Section 2). At first,
we suggest that CQA systems can be perceived besides the primary and commonly
referred knowledge sharing perspective, also from an alternative and unique per-
spective of collaborative learning. Consequently, for each of these perspectives, we
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situate CQA systems into modern theories that allow us to better understand the
theoretical background behind the community question-answering process and its
successfulness.

(2) A proposal of a general descriptive framework (Section 3.4). On the basis of an
extensive study of 265 articles (our survey methodology is described in Section 3.2),
we identified a set of attributes that accurately characterize the existing CQA
approaches—problems they tackle with, proposed solutions, contributions, as well
as evaluation techniques. By putting these attributes together, we introduce a
framework that provides an abstract layer above the question-answering process
as well as above the CQA approaches.

(3) An introduction of a complex classification (Section 3.5). By utilization of the most
distinguishing attributes from the proposed framework, we propose a complex
three-level categorization of problems solved in CQA. As part of the classification
proposal, we attempt to consolidate terminology to make orientation in the litera-
ture easier.

(4) A review of a representative approaches (Section 4, 5, and 6). We describe a signifi-
cant number of 142 approaches assigned to three main categories from the proposed
classification: exploratory studies, content and user modeling, and adaptive support
methods, respectively. Moreover, a description of all reviewed articles according to
the proposed framework is available as an electronic appendix of this article.

The main purpose of this survey is to provide existing as well as potential researchers in
the domain of CQA with an overview of the state-of-the-art literature and related theo-
ries. More specifically, our survey can serve researchers as a comprehensive guide to:

(1) Recognize not only a knowledge sharing but also learning potential embedded in
the question-answering process. In addition, researchers can take advantage of the
provided hierarchy of theories, which describe collaboration in CQA systems and,
consequently, build their solutions with respect to these theories.

(2) Get an overview of open problems present in CQA systems. Moreover, as we put
emphasis in the summarizing discussions on trending problems that represent the
possible pointers for future work, our survey can help beginning researchers to
select an interesting area for their research.

(3) Identify the most successful features, methods, and techniques in order to propose
novel state-of-the-art solutions addressing selected open problems.

(4) Identify the commonly employed datasets, ground-truth definitions, and evaluation
metrics in order to conduct valid experiments. In addition, our survey can be helpful
in selection of the existing methods that can be considered as appropriate baselines
for results comparison.

2. TWO PERSPECTIVES ON COMMUNITY QUESTION ANSWERING

In order to understand principles and concepts of CQA systems, which stand behind
their success, we recognized that the question-answering process can be perceived
from two different perspectives. In the first perspective, CQA can be considered as
an information system that is fundamentally based on knowledge sharing. Knowledge
sharing refers to a process in which a knowledge is exchanged among members of a
particular community. At the same time, searching for an answer to a question we are
asking is actually a specific way of informal learning. And thus CQA systems can be
perceived also from a perspective of collaborative learning.

The increasing importance of computer support in knowledge sharing and collab-
orative learning caused that these domains became an interesting and promising
subject of research in computer science. This area of research is, however, highly
multidisciplinary as it lies at the intersection of computer science with information,
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Fig. 1. Hierarchy of theories behind knowledge sharing and collaborative learning in CQA systems.

social, psychological, and pedagogical sciences. As a result, a number of theories and
methodologies have been proposed. We emphasize that any research of information
systems aimed to support users’ interaction should be based on the existing theories
and methodologies. Otherwise, the proposed research solutions are based only on naive
theories and, consequently, the achieved results are not usually significant enough.

Following this assumption, many authors in the current CQA-related literature refer
to a number of various theories and concepts, such as knowledge management [Adamic
et al. 2008], collective intelligence [Z. Li et al. 2012], or wisdom of the crowds [Mao
et al. 2013]. In spite of that, the relations between these theories and CQA systems
have not been systematically described so far, and thus they remained quite unclear
and ambiguous. For this reason, we situate CQA systems into a hierarchy of theories
that allows us to understand theoretical background behind the process of community
question answering better (see Figure 1).

The primary perspective on CQA systems, which is commonly considered in the state-
of-the-art literature, is perspective of knowledge sharing. Wasko and Faraj [2000] sug-
gest that there are three main views of knowledge underlying the design of knowledge
management systems: knowledge as object, knowledge embedded in individuals, and
knowledge embedded in communities. CQA systems can be easily classified as knowl-
edge management systems that are based on tacit knowledge embedded in communities
of their users. Several theories have been proposed so far to analyze internal processes
how these communities share knowledge. We recognized that users and their collabora-
tion in CQA systems can be described by two of them: first, by a theory of communities
of practice and, second, by a pair of related theories named collective intelligence and
wisdom of the crowd.

Communities of practice are defined as groups of people who have a common interest
in a subject and collaborate to share ideas or find solutions [Wenger 1998]. As users
in CQA systems collaborate solely by means of the Internet, they can be characterized
also as online communities of practice. Communities of practice are, however, some-
times criticized in that they excessively emphasize a community rather than a mutual
cooperation of individuals [Lévy 1997]. It is especially true in online communities of
practice, such as those in CQA systems, where mutual interconnections among individ-
uals are quite week. We are inclined to this opinion and thus we emphasize that success
of CQA concepts can be explained particularly by a pair of related theories of collective
intelligence and wisdom of the crowd, which have been introduced to describe online
knowledge sharing communities more adequately. Collective intelligence is built on an
idea that nobody knows everything but everybody knows something, and thus we can
harness intelligence of the whole community to solve tasks that would be hardly pos-
sible to be solved by an individual. The concept of wisdom of the crowd was described
by Surowiecki [2005] as “the process of taking into account the collective opinion of
a group of individuals rather than a single expert to answer a question.” Wisdom of
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the crowd builds on an assumption that if we aggregate even imperfect data created
by individuals, we are able to obtain a result that is better in comparison with the
estimate created by the best expert. Collective intelligence and wisdom of the crowd
represent a base for three subsequent well-known theories that are closely related to
CQA systems: human computation, crowdsourcing, and social computation.

In contrast to the knowledge sharing perspective, the second perspective of collab-
orative learning provides a quite uncommon attitude to CQA systems. The question-
answering process causes a flow of knowledge from more experienced users to less
experienced ones. These users can gain new knowledge by reading, asking, and an-
swering questions. In addition, users are able to elaborate solutions to solved problems
by discussions attached to questions or answers. Thereby, it is very natural to speak
about learning in CQA systems; nevertheless, there are only a very few studies con-
cerned with the learning potential of CQA systems [Aritajati and Narayanan 2013].

This leaning potential present in the most of existing CQA systems can be char-
acterized as technology-enhanced informal learning and, more specifically, computer-
supported collaborative learning. Users in typical CQA systems lack a participation of
an instructor or a teacher and thus we can recognize collaboration in CQA systems as
a special case of collaborative learning termed peer learning. The key concept of peer
learning is that learners are gaining new knowledge from each other instead of their
instructor or teacher.

Besides peer learning, the second theory that can describe computer-supported col-
laborative learning in CQA systems is knowledge building communities. Establishment
of a knowledge building approach was motivated by the current trend of the knowledge
age in which sustained knowledge advancement is seen as essential for social progress
[Scardamalia and Bereiter 2006].

In many cases, knowledge management and technology-enhanced learning are stud-
ied in isolation; however, the potential of their convergence has been already recognized
[Chatti et al. 2012]. We suppose that CQA systems have a great potential to become
an example of this convergence where knowledge sharing and collaborative learning is
not only present side by side but can be utilized by a community of cooperating users
to achieve more successful collaboration.

3. CLASSIFICATION AND DESCRIPTION OF CQA RESEARCH APPROACHES
3.1. Determination of Survey’s Scope

The first Computer Supported Collaborative Work (CSCW) research articles tackling
applications based on computer-mediated question answering date back to the mid-
1990s, for example, Answer Garden 2 [Ackerman and McDonald 1996] and Lotus Notes
[Whittaker 1996]. Since the mid-2000s, computer-mediated knowledge sharing has
been significantly improved with the advancement of information and communication
technologies, especially with emergence of Web 2.0. As a result, several variants of
question-answering systems have been established. To explicitly determine the scope
of our survey, we provide an overview of terminology and definitions of different kinds
of question-answering systems with an emphasis how they differ from community
question answering, which we are interested in.

Probably the most comprehensive hierarchical classification of computer-mediated
question-answering systems was provided in Shah et al. [2014a] and Choi et al. [2012]
together with analyses of how users’ motivations, asking strategies, and types of ques-
tions differ between them.

(1) Atfirst,itis possible to distinguish between automatic and human-driven question-
answering services. In comparison with CQA systems, automatic question answer-
ing is concerned proposing methods that automatically answer questions asked by
humans in natural language, while they do not involve any humans as answerers.
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(2) Among human-driven services, there are two major categories: expert-based and
peer-based services (commonly termed also as social Q&A services). In expert-based
services (e.g., IM-an-Expert [Richardson and White 2011]), answers are provided by
small groups of experts rather than an open community [Choi et al. 2012]. For this
reason, they can easily employ effective real-time instant messaging, which is suit-
able especially if an asker desires a quick response (e.g., in enterprise or in virtual
reference services). In addition, some expert-based services work on a pay-per-
answer principle (e.g., former Google Answers, where a higher price was confirmed
to increase likelihood of getting an answer, while it does not affect its quality [Jeon
et al. 2010]) or market-based approach (e.g., mimir, where a mechanism of economic
market managed to reduce non-serious and non-important questions [Hsieh and
Counts 2009]).

(3) Finally, peer-based services can be further divided into three subgroups: besides
community question answering, it is also collaborative question answering and so-
cial question answering (this denomination is proposed by Shah et al. [2014a] and
Choi et al. [2012] despite possible confusion as the same term is commonly used
also for a whole group of peer-based question-answering systems). Collaborative
question-answering systems (e.g., Quora or Wiki Answers) use the same mech-
anisms as community question answering (e.g., to submit a question, to provide
answers, to vote on them); however, they provide, in addition, an ability to edit and
improve posts by collaboration with other users. Social question-answering sys-
tems utilize features of social networking sites as a means for knowledge sharing.
Typical examples include system Aardvark [Horowitz and Kamvar 2010] or work
by Nichols and Kang [2012], aimed at identifying possible answerers on Twitter.

On the one hand, all mentioned types of question-answering systems can be grouped
together as particular cases of online QA systems. On the other hand, the differences
between some of them are fundamental, and thus they are characterized by different
research problems and solutions.

In our survey, we primarily focus on community question-answering systems. It is
clear that automatic question answering represents a substantially different area,
as it does not involve human answerers at all. Similarly, there are some significant
differences also with regards to expert-based systems, especially in core principles
they employ (e.g., a group of experts instead of an open community, a real-time chat
instead of a community website with an archive of solved questions), and thus we
decided to omit these systems from the survey. The differences between these variants
of question-answering systems are obvious also with respect to underlying theories,
especially in terms of knowledge type, which underlines their design (see Section 2).
While automatic question answering relies on knowledge as object principle, expert-
based systems utilize mainly knowledge embedded in individuals, and, finally, all peer-
based systems take advantage of knowledge embedded in communities. However, as
pointed out by Shah and Kitzie [2012], despite the difficulties in comparing them, some
approaches from expert-based systems (e.g., expert finding [White and Richardson
2012] or community size analyses [White et al. 2011]) can be still interesting for CQA
systems despite the fact that they cannot be applied directly.

From peer-based question-answering systems, collaborative question answering is
very similar to community question answering in many aspects, and, thus, we cover
them in the survey, too. On the other side, social question-answering systems differ
significantly, as asking questions in standard social networking services poses a num-
ber of different challenges and, at the same time, many features characteristic for
community question answering are not available here (e.g., best answer selection).
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Fig. 2. Number of research articles concerned with CQA systems covered in the survey. *The last year 2014
contains the articles that were available in digital libraries in February 2015

3.2. Methodology

In order to ensure that the coverage of our survey is as good as possible, we paid
significant attention to collection of research articles. During the initial search phase,
we utilized search tools provided by major digital libraries that contain computer sci-
ence articles, that is, ACM DL, IEEE Xplore, Springer Link, and ScienceDirect. More
specifically, the following search queries were used: “Community Question Answering,”
“CQA” and “Social Question Answering” (some researchers prefer to use this term, nev-
ertheless it is usually dedicated to all peer-based question-answering systems). Con-
sequently, from all returned search results, we manually selected those that explicitly
concern with community and collaborative question-answering systems. Moreover, we
enriched the list of relevant articles with additional publications identified from their
related work. Finally, we obtained a list of 265 relevant articles authored in academia
as well as in industry that have been published before the end of year 2014.

Deducing from the obtained list, the research on CQA systems is quite a new area
that emerged with the first successful CQA systems, such as Yahoo! Answers, in 2005.
From that time until present, we witness an increasing number of research articles
that concern with various analyses and studies on the question-answering process (see
Figure 2).

In addition, the obtained articles give us an interesting overview of conferences and
journals, where the CQA approaches are published the most. A significant number
of articles were published at major international conferences, such as the ACM In-
ternational World Wide Web Conference (WWW), the ACM Conference on Research
and Development in Information Retrieval (SIGIR), the ACM Conference on Computer
Supported Cooperative Work (CSCW), the ACM Conference on Human Factors in Com-
puting Systems (CHI), or the IEEE/ACM Conference on Advances in Social Networks
Analysis and Mining (ASONAM). In comparison with conference articles, there is a
smaller number of articles published in journals, such as in ACM Transactions on
Information Systems, Knowledge and Information Systems (Springer), or IEEE Trans-
actions on Knowledge and Data Engineering, to name a few.

All articles have been carefully reviewed and became the basis for a proposal of a
descriptive framework, which was further used to propose a classification. Finally, the
proposed framework was used to describe representatives of all problems covered by the
classification. In general, each problem/group of approaches is described by three parts:
(1) a definition; (2) an overview of proposed solutions (i.e., commonly used algorithms
and inputs); and, finally, (3) evaluation techniques.
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3.3. Previous Surveys

In spite of the big variance and increasing number of research articles, we found
among the obtained publications only partial or outdated surveys that concern with
CQA approaches.

The first survey on CQA approaches was conducted in 2009 by Shah et al. [2009].
This survey covers only a small number of studies due to the short previous history
of CQA systems (see Figure 2). Authors classified all approaches into two categories:
content-centered and user-centered studies. The content-centered studies had mainly
focused on evaluation of answer quality. Topics covered by the user-centered studies
were more diverse, such as roles of users during question answering, user information
needs or identification of authoritative users. Later, Gazan [2011] conducted a broader
survey aimed at all peer-based question-answering services. The author divided all ap-
proaches into four categories: (1) question classification and retrieval; (2) answer clas-
sification and quality evaluation; (3) user satisfaction; and (4) motivation, reputation,
and perceived authority. A valuable contribution of this survey is also identification of
future research directions. In comparison with these two surveys, the scope of current
state-of-the-art approaches is, however, far wider.

In contrast to the previously mentioned studies, the next one by Furlan et al. [2013]
focused specifically on question routing methods (i.e., recommendation of recently
posted question to potential answerers—for more detailed description see Section 6.2).
The survey provides a well-arranged generalization of approaches proposed to solve
question routing so far.

The latest and probably the most complex survey on CQA approaches was published
as a part of the dissertation thesis by Li [2014]. The author classified existing ap-
proaches into eight categories of which five are reviewed in more detail. In spite of
the widest coverage among the previous surveys, this review still does not provide a
comprehensive view of all major problems solved in the domain of CQA systems.

The described surveys are either quite outdated or they focus on some specific cate-
gories of problems solved in the domain of CQA systems, and thus they do not provide
a comprehensive overview of all approaches proposed for CQA so far. In spite of that,
they represent a valuable starting point for our review.

In contrast to the previous surveys on CQA approaches, there are several publications
that provide comparative evaluation of CQA systems themselves (e.g., Fichman [2011],
Chua and Balkunje [2012], Chua and Banerjee [2014]). Therefore, we decided to omit
a review of the most popular CQA systems in this survey and focus specifically on
approaches aimed to analyze and support collaboration in CQA systems.

3.4. General Framework to Describe CQA Approaches

In order to provide a comprehensive picture about the state-of-the-art research in
the domain of CQA systems, we needed to lay the solid foundations for our further
review. We achieved this by proposing a general framework that describes the question-
answering process on a more abstract level and, moreover, defines descriptive attributes
that are common for existing CQA approaches and are able to describe the proposed
solutions and evaluations.

Question Lifecycle. In spite of heterogeneity of the question-answering process in the
existing CQA systems, it is possible to generalize this process and identify four phases
that describe the question lifecycle:

(1) Question Creation. At first, a user posts a question by formulating a title and a
description of a problem that is the subject of the particular question. In addition,
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Fig. 3. Attributes and their possible values describing the existing CQA approaches.

it is usually necessary to select an appropriate question topic (a category or a set
of related tags). We term the role of this user as an asker or a knowledge seeker.

(2) Question Answering. Afterwards, other users can collaborate and provide their
answer-candidates on the posted question. These users play the role of answer-
ers. Afterwards, all users can vote for the most appropriate answer-candidate and
thus help the asker, the CQA system, and all other users who are involved in the
question-answering process to identify answers with the highest quality.

(3) Question Closing. The asker can terminate the question-answering process by se-
lecting the best answer that satisfies his or her information needs best. In situations
when the asker never closes the question, the best answer can be selected by CQA
system itself [Liu and Agichtein 2008] (e.g., in the case of Yahoo! Answers the best
answer is selected according to the number of votes).

(4) Question Search. Consequently, the question is marked as answered and moved to
the archive of solved questions. The existing CQA systems already contain a huge
number of archived question-answer pairs, and thus besides the primary question-
answering scenario, CQA archives offer an alternative way to find answers. The
systems often provide facilities for discovering answered questions by full text
search or navigation in taxonomy of questions’ topics.

Domain Entities. We recognized that the question-answering process is characterized
by the presence of three crucial domain entities: a question, an answer, and a user, who
can play two main roles: an asker and an answerer. Afterwards, data coming from the
question-answering process can be represented as a graph where nodes consist of these
entities and edges represent various relationships between them (e.g., a user posts a
question, a user votes on an answer). In our framework, we use a notation based on
this graph representation inspired by Agichtein et al. [2008]: letters Q, A, and U stand
for the particular question, answer, or user, respectively. Consequently, a sequence of
letters, for example, Q.A.U, expresses a path in the question-answering graph, such
as Q.U represents an asker of question Q, and, similarly, A.U represents an answerer
who provided answer A.

In addition to the formalization of the question-answering process and domain en-
tities, we define in the framework attributes that are mutual for all CQA approaches
and describe their most important characteristics (see Figure 3).

Category of Approach. At first, the existing approaches can be distinguished by their
fundamental character. Among the obtained articles, we identified surveys, exploratory
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studies, content/user modeling approaches, and approaches that tackle with providing
adaptive support.

Subject of Research. Another quite significant attribute describing the existing ap-
proaches is a subject of research. In this attribute, we merged two closely connected
characteristics: a domain entity, which an article focuses on (e.g., question), and its
particular researched property (e.g., quality).

Type of Solved Problem. We recognized that the reviewed approaches tackle three
different types of solved problems: (1) assessment or classification of a current domain
entity’s property (e.g., estimation of question complexity or question type classification),
(2) prediction of a future value of domain entity’s property (e.g., prediction whether an
answer will be selected as the best one or not), and (3) ranking of domain entities
according to a particular property (e.g., ranking answers according to their quality).

Algorithm. An additional important attribute, which distinguishes the analyzed ap-
proaches, is an employed algorithm. In content/user modeling, the problems are per-
ceived as standard machine-learning tasks (e.g., classification, regression, learning to
rank). In adaptive support, recommendations are usually provided on the basis of re-
sults from custom matching models (e.g., question routing approaches are based on
similarity matching between a newly posted question and users’ previously answered
questions).

From machine-learning tasks, we omit a detail explanation of well-known classifica-
tion and regression due to the article length limitation and we describe in particular
the learning-to-rank (L2R) model. Learning-to-rank methods fall into three categories
[Liu 2007]: pointwise, pairwise, and listwise. The pointwise strategy corresponds to a
regression problem where each ranked document is characterized by a relevance score.
In the pairwise strategy, the method learns a relationship between each pair of docu-
ments in order to compare their relevance to the query. Finally, the listwise strategy is
based on complete ranking of all documents according to their relevance for the query.

Input Information. Besides the employed algorithm, each CQA approach is charac-
terized by the scope of input information. In the case of content/user modeling, we
recognized that the approaches employ a large set of low-level features describing do-
main entities (e.g., question length). In the case of adaptive support methods, high-level
profiles are employed to describe domain entities (both the content and users). These
profiles are commonly filled with characteristics calculated by content/user modeling
approaches (e.g., user topical expertise).

To make the orientation in the large set of low-level features easier, we created
their simple categorization (see Figure 4). Questions and answers have four groups of
features:

(1) Textual features relate to the textual body of an analyzed question or answer
itself: length (e.g., a number of words in the question title/description or answer
body), structure (e.g., a presence of a code snippet, a number of URLs), and
style/readability (e.g., a number of typos, a punctuation density, an averaged word
length).

(2) Non-textual features capture important metadata about a question/answer: com-
munity feedback (e.g., a number of votes/favorites/abuse reports, a best answer
selection) and temporal (e.g., time when the question was posted, time to the first
answer).

(8) Thread features describe context of a question/answer: relevance/similarity (e.g.,
a number of words that overlap between a question and an answer) and thread
statistics (e.g., a number of answers/comments, an answer position).
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Fig. 4. Categorization of low-level features describing main domain entities.

(4) Topic features capture the meaning of the content as such: user assigned topic
(e.g., tags or categories selected by an asker), language/topic model (e.g., bag of
words, n-grams, Latent Dirichlet Allocation (LDA) topics), and topic statistics (e.g.,
a number of questions assigned to the same topic, an average score of questions
with the same topic).

Users have two groups of features:

(1) QA features come from the question-answering process itself: activity level (e.g., a
number of asked questions or posted answers/best answers), expertise level (e.g., a
ratio of answers selected as the best), and temporal (e.g., time from the registration).

(2) Non-QA features describe a user on the basis of information that does not emerge
directly from the question-answering process: internal (e.g., “about me” description,
a number of followers) and external (e.g., connected accounts at social networking
sites).

Ground Truth. In general, ground truth in the analyzed approaches is obtained by
two main ways: manually (usually by Mechanical Turk workers or domain experts) or
automatically from a dataset (e.g., in the best answer prediction, it is possible to utilize
information whether an answer was actually selected as the best one or not). Manual
evaluation is useful especially in cases when it is not possible to obtain ground truth
directly from a dataset (e.g., in question subjectivity classification). However, manual
evaluation can be really time consuming and thus it is not usually possible to apply it
on great datasets.

Evaluation Metrics. CQA approaches used a number of standard evaluation metrics
well known from information retrieval (e.g., precision, recall, F; score).

Dataset. Last but not least, CQA approaches can be distinguished by datasets used
during evaluation. Datasets from many popular CQA systems are commonly uti-
lized, such as from Yahoo! Answers, Stack Overflow, Wiki Answers, Quora, or Naver
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Table |. Overview of Number of Articles Assigned to Top Two Levels of the Proposed Categorization
with Information about Time Period of Their Publication

The oldest article The newest article
Category Number of articles published in published in
Exploratory Studies 55 2008 2015
System-wide Analyses 21 2008 2014
Content-related Analyses 12 2008 2014
User-related Analyses 22 2008 2015
Content and User Modeling 91 2006 2015
Question Quality 24 2008 2015
Question Type 12 2008 2014
Question Topic 12 2010 2014
Answer Quality 23 2006 2014
User Expertise 16 2007 2014
User Type 4 2012 2014
Adaptive Support 90 2005 2015
Question Retrieval 45 2005 2015
Question Routing 33 2005 2015
Question Suggestion 2 2013 2013
Answer Summarization 9 2008 2014
User Motivation 1 2013 2013

Knowledge-iN. In particular, there is a significant number of studies on Stack Overflow.
There are two main reasons for this. The Stack Overflow dataset (as well as all datasets
from Stack Exchange platform) is easily available, as it is regularly published under
creative commons license. Furthermore, it was used twice as a data source during the
mining challenges, which were held at the conference on Mining Software Repositories
(MSR) in 2013 and 2015. On the other side, Quora is definitely an interesting and suc-
cessful collaborative question-answering system; nevertheless, it is not so frequently
used in research articles in comparison with Yahoo! Answers or systems built on top
of the Stack Exchange platform. Probably, the main reason is that its dataset is not so
easily available, and thus it has to be manually crawled (e.g., in Zhao et al. [2015]).

3.5. Classification of CQA Approaches

With regards to the introduced descriptive framework, we, consequently, proposed a
complex three-level categorization of approaches that are specifically aimed to support
the question-answering process (see Figure 5).

At the first level, we divided the CQA approaches into three categories according
to the category of approach attribute from the introduced descriptive framework (see
Figure 3). These categories are namely: exploratory studies, content and user modeling,
and adaptive support. At the second level, the subject of research attribute was utilized
to classify approaches. At the third level, we classify approaches according to the type
of solved problem.

Quantity of articles at the first level of the proposed categorization is distributed
quite evenly; nevertheless, at the second level, differences in the number of articles are
rather significant (see Table I). Naturally, some of categories at the second level attract
more research as well as provide more open problems to be investigated. In addition,
we found out that categories at the first and the second levels are fairly stable in
time, as almost all of them contain articles published from the very beginning of the
CQA research until the present. However, it is not true when considering publication
years at the third level of the categorization (because of the article length restrictions,
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Fig. 5. Proposal of three-level classification of CQA approaches.
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we do not provide a full overview of their quantity and publications years; however,
this information can be easily found in the electronic appendix of our survey). The
third-level categories, which are based on particular problems solved in the articles,
are noticeably dynamic as they reflect actual needs, possibilities, and problems that
constantly emerge as well as disappear in CQA systems.

4. EXPLORATORY STUDIES

In the proposed categorization, we focus particularly on content/user modeling and
adaptive support approaches, which constitute the main body of CQA approaches.
Nevertheless, exploratory studies still represent an important part of CQA research
and thus at least the brief overview is provided.

Exploratory studies are concerned with analyses of data that are recorded during
the question-answering process. Their outcomes represent an important contribution
because they allow us to understand better how users interact during question answer-
ing, in particular, which circumstances make their collaboration successful or, on the
contrary, prevent effective knowledge sharing. Afterwards, achieved findings can be
utilized to propose more successful approaches to content/user modeling or providing
adaptive support.

Exploratory studies can be widely divided into three subgroups according to the
primary area they are concerned with: system-wide analyses, content-related analyses,
and user-related analyses. In the following overview, we provide their short description
together with references to selected representatives.

The first subgroup of system-wide analyses covers these topics:

—Community characteristics with a special emphasis on community evolution as CQA
systems grow, for example, graph-based analyses of Quora community [Wang et al.
2013] or comparative analyses of the community in Yahoo! Answers and Baidu Zhidao
[B. Li, Lyu, et al. 2012].

—Knowledge sharing process standing behind question answering, for example, Wang
et al. [2014] proposed an analytical framework to describe thread-level communica-
tion between CQA users.

—Design principles, for example, Mamykina et al. [2011] analyzed the question-
answering process at Stack Overflow in order to propose CQA design
recommendations.

—Transferability, motivated by the high success of the CQA system on the open web,
several studies concerning with CQA transferability to different domains have been
conducted so far, for example, regarding how CQA concepts can be embedded into
various software applications [Matejka et al. 2011], applied as a supplementary
educational system [Aritajati and Narayanan 2013], or in a crowd-based support
tool [Piccardi et al. 2014].

—DMobile usage, Lee et al. [2012] compared mobile CQA environments with tradi-
tional ones. They found out that in the mobile environment, users usually post
questions/answers that are short in length and closely connected to their everyday
life and thus highly dependent on spatial, temporal, and social context.

Another subgroup of exploratory studies concerns with content-related analyses and
more specifically with these topics:

—Question and answer quality, which is the aim of the largest part of content-related
analyses, for example, Harper et al. [2008] compared answer quality in expert-based
question-answering systems (Google Answers and virtual reference services) with
CQA systems, Suzuki et al. [2011] investigated how various contextual information
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included in a question can lead to better answers, and Yeniterzi and Callan [2014]
analyzed how temporal and presentation bias affects community feedback.

—Friendliness of posts, which was explored by Cleary et al. [2013] in Stack Overflow
community.

—Innovation diffusion, which was analyzed by Gomez et al. [2013] by means of link
sharing on Stack Overflow.

—Personalization of posts, which was analyzed by Yardi and Poole [2009], who found
that users commonly use various strategies to add their personal context into techno-
logically oriented questions (e.g., by mentioning the reason why receiving an answer
is important to them).

The last subgroup of exploratory studies relates to user analyses and covers these
topics:

—User context, for example, Gardelli and Weber [2012] analyzed user pre-question
behavior in order to identify situations in which users post questions to CQA systems
after unsuccessful search in traditional search engines.

—Expertise and reputation, for example, Pal, Chang, et al. [2012] studied the evolution
of experts, particularly how their behavior changes in time on a Stack Overflow
dataset; similarly, Paul et al. [2012] studied authoritative users on Quora, Morrison
and Murphy-Hill [2013] described how knowledge level relates to age of programmers
at Stack Overflow, and Bosu et al. [2013] analyzed strategies of how a user can build
his or her reputation at Stack Overflow.

—Question-answering selection, which refers to studies that try to describe how CQA
users select questions to be answered, for example, Dearman and Truong [2010]
surveyed users at Yahoo! Answers to determine situations when users decide to skip
particular questions, and J. Yang, Tao, et al. [2014] identified two different groups
of users at Stack Overflow: sparrows (i.e., users who answer a lot of easy questions)
and owls (i.e., users who answer more difficult and popular questions).

—DMotivation, which is essential for users’ participation, for example, Grant and Betts
[2013] examined how badges on Stack Overflow influence user behavior.

—Abuse behavior, which is a new emerging topic that arises from openness of CQA.
Kayes et al. [2015] investigated a mechanism in Yahoo! Answers that allows users
to mark inappropriate posts as abusive. The study revealed significant drawbacks of
this mechanism as some users with many abuse reports were not actually harmful to
the community, while many users, who violated community rules, were not reported
at all.

From the proposed classification of exploratory studies, we would like to emphasize
three groups of studies in particular. At first, abuse behavior has recently become a
significant problem as we pointed out also in our exploratory study on Stack Overflow
[Srba and Bielikova 2016]. By means of evaluation of community perception as well
as data analyses, we showed that there are two emerging problems in Stack Overflow:
an increasing failure rate (i.e., a proportion of questions that remain unanswered)
and increasing churn rate (i.e., a proportion of users that leave the community). This
negative development is highly related to the growing amount of low-quality content
created by undesired groups of users (i.e., help vampires, noobs, and reputation
collectors). In particular, help vampires purposefully abuse CQA systems to achieve
their goals without returning the received help back to the community. Additional
exploratory studies will be useful to describe the behavior of these users in more detail
in order to propose suitable remedial actions (e.g., adaptive support methods) that will
prevent abuse behavior in CQA.
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Second, an interesting potential of CQA systems lies in their transferability to var-
ious additional environments and contexts. CQA systems have been recently suc-
cessfully applied in enterprise environments (e.g., in crowd-based customer service
[Piccardi et al. 2014]) or in educational systems (e.g., the CQA system Askalot [Srba
and Bielikova 2015], which we specifically designed and developed for an educational
and organizational environment), where it is possible to fully utilize the convergence
between knowledge sharing and collaborative learning perspectives (see Section 2). As
business or educational environments significantly differ from open CQA communities,
additional exploratory studies, which will analyze possibilities how CQA concepts can
be adapted in these environments, would be extremely helpful.

Finally, CQA systems in mobile environments represent another interesting chal-
lenge, as users can participate in question answering not only from their computers
at home or work but also from anywhere as a meaningful way of spending their free
time. Moreover, a lot of questions can arise as a result of everyday activities where
temporal, spatial, and social context plays a significant role. This potential is present
especially in general CQA systems (e.g., Yahoo! Answers) that contain mostly opinion-
based questions that do not require further investigation of the problem (in comparison
with domain-specific questions such as those asked on Stack Overflow).

5. CONTENT AND USER MODELING

The second category of approaches is concerned with modeling various characteristics
of users, questions, and corresponding answers. Their purpose is to derive high-level
attributes from low-level question-answering interactions and provide them as an im-
portant input for subsequent adaptation processes or core CQA features (e.g., the
output of approaches to assess answer quality can be used to sort these answers).

5.1. Question Quality

In spite of a notable effort to guide users, posted questions in CQA systems are very
diverse in their quality. The motivation to evaluate question quality lies in these four
points [B. Li, Jin, et al. 2012]:

—at first, question quality directly affects answers quality;

—low-quality questions hamper an effective question-answering process; whereas, on
the other hand,

—high-quality questions motivate users to contribute their knowledge; and, finally,

—question quality can be utilized in various adaptive approaches.

Question quality can be defined as effectiveness at attracting high-quality answers
[Bian et al. 2009]. This homophily means that we can derive question quality directly
from the quality of provided answers. A slightly different definition was provided by
B. Li, Jin et al. [2012], in which authors emphasize an ability to attract answerers’
attention and thus initiate answering attempts resulting in effectively obtaining the
best answer. In another perspective, quality of questions can be measured by their
complexity, popularity, or long-term term value. This diversity in question quality
perception is caused not only by the absence of one established definition but also by
its application as different forms of question quality are the most suitable in different
scenarios.

Approaches aimed to evaluate various forms of question quality are described by
means of attributes from the proposed framework in Table II, while Table III further
depicts the employed low-level features (according to Figure 4).

5.1.1. Question Quality Assessment. Question quality assessment refers to estimation of
question quality in order to identify/distinguish high- and low-quality questions. The
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estimated quality can be consequently used as an input to ranking mechanisms (e.g.,
during displaying the results of question search).

Agichtein et al. [2008] considered question quality assessment as a classification
problem. A number of features describing an asker and a question (textual, non-textual,
and topical) have been considered. The obtained results indicated a strong influence of
community feedback on classification precision. It was, however, necessary to normal-
ize community feedback by average values obtained by questions in the same category,
proveing the significant variance of categories. Shah et al. [2014b] report a signifi-
cant improvement in question quality assessment with a two-stage approach when
questions are classified according to their type, and, consequently, question quality
is estimated according to textual features for each question type separately. To save
time for Stack Overflow moderators, Ponzanelli et al. [2014] proposed a hybrid linear
regression and classification approach to identify good-quality misclassified questions
that have been reported and added to the review queue (a list of questions that have to
be manually reviewed by moderators in order to decide whether to close or keep them).
Readability and asker-related features were recognized as the most useful ones in this
scenario.

There is no definite way to obtain objective ground truth for question quality assess-
ment. Shah et al. [2014b] pointed out that answering features and community feedback
might be unreliable ground truth because there is no indication that users had under-
stood correctly the asker’s information need. Therefore, Agichtein et al. [2008] and
Shah et al. [2014b] decided to asses question quality manually by human assessors.
On the other side, as manual evaluation can be subjective and is not applicable to label
a larger number of questions, Ponzanelli et al. [2014] relied rather on the judgement
of the community.

5.1.2. Question Quality Prediction. In contrast to the previous group of approaches, ques-
tion quality prediction attempts to estimate question quality at or only shortly after
creation time, that is, with no or only minimal answer information and community
feedback.

The study by Tausczik and Pennebaker [2011] on CQA system MathOverflow showed
that users’ online reputation (calculated from previous question-answering activity)
and offline reputation (derived from external non-QA data) can be effective to predict
quality of new questions. Ravi et al. [2014] focused rather on question textual content,
particularly on the length of a question’s title and body together with latent topics and
their global popularity. These features served as an input to several binary classification
models, from which the best one achieved the prediction accuracy at 72%.

In comparison with question quality assessment, approaches to question quality
prediction can take advantage that CQA datasets provide clear information about the
future state of questions. Thereby obtaining ground truth is quite straightforward,
and there is no necessity to employ manual labelling. Tausczik and Pennebaker [2011]
attempted to predict question quality represented by the number of votes as it is
perceived by the community. However, this score can be strongly influenced by topic
popularity and thus Ravi et al. [2014] proposed to normalize this score with a view
count.

5.1.3. Question Answerability Prediction. Question answerability prediction is closely re-
lated to question quality prediction as it predicts the future number of answers. The
predicted value can be used during question formulation to give a preemptive warn-
ing to an asker that the question can remain unanswered and recommend him/her to
rephrase the question [Dror, Maarek, and Szpektor 2013].

Dror, Maarek, and Szpektor [2013] introduced a series of scalable classification and
regression models to predict whether questions at Yahoo! Answers will be answered and
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how many answer they will receive, respectively. Asaduzzaman et al. [2013] manually
analyzed 400 randomly selected unanswered questions from the Stack Overflow system
and created a taxonomy of the most common reasons of unanswered questions (e.g.,
too short, unclear, or vague questions or a program specific questions without a code
snippet). The identified reasons of unanswered questions lead to a selection of various
textual and user-related features considered in a classification model, in which authors
goes beyond the previous work and attempt to predict a time span (divided into three
categories) how long a question will remain unanswered. In Liu and Jansen [2013],
social features, which are neglected in the previous studies, are taken into consideration
in a regression model. The results showed that number of asker’s followers or presence
of emoticons can positively contribute to the number of answers, whereas, on the other
side, questions with a higher number of hashtags as well as user mentions receive
fewer answers, which contradicts the stated hypotheses.

5.1.4. Question Review Prediction. Question review prediction aims to predict a review
process (i.e., whether a question will be closed, deleted, or edited), which is an indication
of question (low) quality.

Correa and Sureka [2013] focused specifically on closed questions on Stack Overflow.
Questions can be closed for many reasons, for example, when a question is duplicate, off
topic, or subjective. The proposed classification model is able to predict closed questions
with accuracy of 70.3%. The same authors [Correa and Sureka 2014] complemented
the previous research with a binary classification task aimed at predicting whether a
question will be deleted or not. Deleted questions can be predicted with accuracy of
66%. J. Yang, Hauff, et al. [2014] randomly selected 600 questions from Stack Overflow,
which were edited by an asker or by a different user, and manually annotated the type
of edit (e.g., source code refinement, supplementing a question with an example or
with HW/SW details). Consequently, a binary classifier was trained to predict whether
a question will be edited or not and, moreover, three additional classifiers attempted
to predict the three most common edit types, although the achieved accuracy was not
satisactory.

5.1.5. Question Complexity Assessment. Question complexity assessment aims to esti-
mate a value that represents the difficulty and level of user expertise required for
answering a question [Burel and He 2013].

Burel and He [2013] trained logistic regression models to identify complex questions
in the dataset from the CQA system Server Fault. Despite modest accuracy, authors
discovered that complex questions depend on five factors: asker topical focus, asker ra-
tio of successfully answered questions, asker community age, question existing value,
and a number of question views. Lin et al. [2014] addressed the question complexity
assessment problem as a probability model that utilizes a phenomenon called a know!l-
edge gap (i.e., questions asked by users with high expertise are answered by other
expert users, while the inverse is true for users with a low level of expertise).

As CQA datasets do not contain any objective information about questions’ complex-
ity, in both approaches human annotators were asked to manually evaluate randomly
selected questions.

5.1.6. Question Long-Term Impact Prediction. Question long-term impact prediction prob-
lem refers to a prediction of size of community that can benefit from the question and
its answers (i.e., whether a question will continue to draw an attention from a commu-
nity) [Yao et al. 2014]. The same problem was termed alternatively also as a prediction
of question popularity [Quan et al. 2012] or a prediction of long-lasting value [Anderson
et al. 2012].
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Quan et al. [2012] formulated the problem of long-term impact prediction as a bi-
nary classification task. A logistic regression model was built with just three advanced
features available immediately after question creation: an average number of views
achieved by top similar questions and a relevance frequency of popular and unpopular
terms in the body of the question. The achieved precision 83.7% of the proposed model
outperform two classification models (k-NN (k-Nearest Neighbors), SVM (Support Vec-
tor Machines)) selected as a baseline. Similarly, Anderson et al. [2012] employed a
logistic regression. Features derived a short time (1, 3, 24, and 72 hours) after question
creation were examined with the result that even features available after only 1 hour
provide enough information to the prediction. Yao et al. [2014] proposed a family of var-
ious comprehensive, flexible, and adaptive algorithms to predict questions’ long-term
impact. The prediction was performed after 24 hours from question creation.

There are several options of how to measure long-term impact of questions: a num-
ber of favorites, a number of views, and question’s score. As the number of favorites
is usually quite sparse, the remaining two measures were selected to automatically
determine ground truth in the described articles.

5.1.7. Mutual Quality Assessment. Following an assumption that question quality is
closely related to answer quality and asker expertise, the last group of approaches
aims to assess their quality/expertise by their mutual reinforcement.

Bian et al. [2009] proposed a semi-supervised coupled mutual reinforcement frame-
work in which question/answer quality and user expertise are calculated simultane-
ously. In contrast to the standard question quality assessment approaches, it requires
only a small number of manually labeled data to initialize the training process. In B.
Li, Jin, et al. [2012], question quality was assessed together with asker’s expertise only.
Finally, a homophily between question and answer quality was utilized in Yao et al.
[2015] to jointly detect high-quality questions and answers.

5.2. Question Type

In the domain of traditional web search, the classification of search queries was proved
as a valuable input for enhancing adaptive search methods. In particular, the taxonomy
proposed by Broder [2002] is a well-known approach that puts search queries into
three categories: informational, navigational, and transactional. Therefore, it is natural
to examine the similar positive effect also in CQA systems and classify questions
according to various taxonomies (see Tables IV and V for an overview of approaches
and employed features).

5.2.1. Asker Intent Classification. The first research problem related to question type is
classification of questions according to taxonomies that describe asker intent (e.g.,
subjective and objective questions). Consequently, assigned question type can be uti-
lized to improve other approaches to domain modeling or adaptation support, such as
assessment of question quality [Shah et al. 2014b] or answer quality [Toba et al. 2014].

Various taxonomies describing asker intent have been proposed so far. At first,
according to questions’ subjectivity, the questions can be characterized as objective
or subjective [Li and Agichtein 2008]. Harper et al. [2009] divided questions into
two groups: informational (i.e., fact- or advice-oriented questions asked with intent
of getting information) and conversational (i.e., question asked with the intent to
stimulate a discussion). The same categories of questions were used by Mendes
Rodrigues and Milic-Frayling [2009], but they are termed differently as non-social and
social questions. L. Chen, Zhang, and Mark [2012] mixed the previous taxonomies and
categorized questions to three types: subjective, objective, and social. A more complex
function-based taxonomy was used by Bu et al. [2010] in which questions are catego-
rized with respect to an expected type of answer: fact, list, reason, solution, definition,
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and navigation. Harper et al. [2010] proposed more formal taxonomy of questions
grounded in Aristotelian rhetorical theory: advice, identification, (dis)approval,
quality, prescriptive, and factual. Finally, Toba et al. [2014] proposed taxonomy with
six question types: definition, factoid, opinion, procedure, reason, and yes/no question.

For the purpose of classification, authors employed different supervised and semi-
supervised learning algorithms, mostly SVM, but also decision trees or Markov logic
networks. Data describing a question, an asker, and even related answers are used as
the classification features, such as question topic, question or answer creation time, or
asker reputation.

As CQA systems do not contain any information about asker intent, it is possible
to employ only manual labelling to obtain ground truth. The valuable time of manual
annotators (domain experts as well as MTurk workers) can be saved by utilizing semi-
supervised technique of co-training that have been successfully applied in approaches
by Li and Agichtein [2008] and L. Chen et al. [2013]. In co-training, two independent
feature sets are used to train two classifiers. Unlabeled data can be classified according
to the first classifier and, consequently, used as labelled data for the second classifier
and vice versa [Li and Agichtein 2008]. It means that two classifiers iteratively learn
from each other.

5.2.2. Locality Classification. The problem of locality classification points to identification
of questions’ geographical dependency. This kind of information can be utilized, for
example, in question routing as questions concerned with a particular location can be
usually answered best by local answerers.

We are aware of only one approach belonging to this category. L. Chen, Zhang,
and Levene [2012] proposed classifying questions as local (i.e., questions with strong
spatial context) and global (i.e., the required information is independent on specific
geographical location). Authors demonstrated that a SVM classifier was able to achieve
the successful results and even classify correctly local questions that do not contain
any specific place name.

5.2.3. Time-Sensitivity Classification. Questions can be classified not only by their geo-
graphical dependency but also by time-sensitivity. Similarly, as in the previous problem,
the result of classification can be utilized in adaptive support methods, for example,
urgent questions should be served preferentially as for such questions, late answers
may not be useful.

Liu et al. [2009] classify questions according to their time sensitivity as urgent, non-
urgent, and seemingly urgent. Question text provided sufficient information to achieve
a high accuracy, which can be further improved by consideration of question category.
On the other side, answer features did not improve classification performance, which
means that the classification can be successfully performed even at question creation
time.

5.3. Question Topic

CQA systems contain questions related to many different topics and thus it is not
possible to put all these questions on the same pile. For this reason, a topic organization
provides users with a simple and comprehensible structure of topics and questions
assigned to them. When adding a new question, users are usually asked to select one
or several topics related to the particular question. The purpose of topic organization
is multiple. At first, assigned topics are commonly used to identify similar questions
or to find users with similar interests. Second, it provides users with a navigation to
the required questions more easily (e.g., when finding a question to answer or when
searching archives of already solved questions).
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The most common topic organization is based on a hierarchy of categories (e.g., three-
level hierarchy of topics employed in Yahoo! Answers). In this solution, it is usually
possible to assign a question only to one category that is a leaf of the whole cate-
gory hierarchy. However, many questions can be related to more topics simultaneously
[Nishida and Fujimura 2010]. This problem is usually solved by another topic orga-
nization based on tags where a question can be related to as many tags as necessary.
On the other side, tags have only a plain structure without hierarchical relations (for
example, as it is in Stack Overflow).

Tables IV and V provide an overview of question topic-related approaches and em-
ployed input low-level features.

5.3.1. Topic Classification. The hierarchy of topics can be quite broad, particularly in
non-focused CQA systems. Therefore, assignment of a question to an appropriate topic
can be a difficult task, especially for less-experienced askers [Singh and Visweswariah
2011]. In addition, the significant proportion of questions has usually at most one manu-
ally assigned tag, what finally hinders all tag-based mechanisms, such as following tags
users are interested in [Nie et al. 2014]. These problems can be solved by approaches
that automatically assign topics to existing or newly posted questions. Question clas-
sification into the predefined topics can be, however, a difficult task because features
available before question posting (i.e., question title and body) are usually very limited
in terms of available topical information and, moreover, there is a large number of cat-
egories in which questions could be assigned to (e.g., the hierarchy on Yahoo! Answers
contains more than 1,000 leaf categories).

At first, approaches to topic classification differ in question representation. The ma-
jority of approaches employ only question content as an input feature, which can be
modeled by a bag-of-words (BoW) model [Nishida and Fujimura 2010], by different
variants of language models, such as by a translation-based language model [Singh
and Visweswariah 2011], a translation-based language model enriched with semantic
knowledge obtained from Wikipedia [Cai et al. 2011], or a category-based language
model [Bae and Ko 2012]. The latest approaches employ more advanced represen-
tations, such as kernels based on keywords/n-grams/Part-of-speech (POS) tagging/
syntactic trees [Chan et al. 2013] or an adaptive probabilistic hypergraph [Nie et al.
2014], in which hyperedges can be constructed not only from content but also from the
question-answering history of asker and his/her followees.

Second, approaches employ various machine-learning algorithms to identify appro-
priate topics: a k-nearest neighbor classifier [Singh and Visweswariah 2011], a maxi-
mum entropy classifier [Cai et al. 2011], or SVM [Bae and Ko 2012]. Nie et al. [2014]
proposed probabilistic hypergraph learning to identify semantically similar questions
and, subsequently, a heuristic approach to further filter out the obtained tag candi-
dates. In contrast to all the above-mentioned approaches, the following approaches
assign questions into hierarchy of topics. Nishida and Fujimura [2010] proposed a hi-
erarchical classification method, in which hierarchy of tags consists of three abstraction
levels: category, theme, and keyword. Chan et al. [2013] proposed a sparse hierarchical
classification method that was able to integrate information from several kernels in
order to eliminate sparseness of data.

5.3.2. Topic Hierarchy Maintenance. Questions posted in CQA systems reflect actual in-
formation needs of web users. Therefore, their topics change dynamically according to
actual trending problems. In contrast to dynamic character of users’ questions, topic
models in CQA systems do not change very often. As a result of this discrepancy, many
CQA systems suffer with the problem of increasing size of categories dedicated to
“other” questions that cannot be assigned to any more specific category. The purpose

ACM Transactions on the Web, Vol. 10, No. 3, Article 18, Publication date: August 2016.



18:26 |. Srba and M. Bielikova

of topic hierarchy maintenance is to identify new categories that properly supplement
the existing topic structure.

Miao et al. [2010] proposed a method to deal with new category identification problem
based on probabilistic latent semantic analysis (PLSA), which was already used several
times in the topic modelling problem in other domains with promising results. The
proposed method was applied on Yahoo! Answers, more specifically on questions that
were posted in an Internet category and were not assigned to any specific subcategory.
The results of the experiment showed that the method was able to identify groups of
questions that relate to similar topics, such as Twitter or eBay. G. Zhou, Cai, et al. [2012]
directly extended the previous approach. Similarly, as it is important to identify new
categories, it is also necessary to assign them appropriate labels. Traditional labelling
approaches are not sufficient for this purpose because it is necessary to consider not
only the content of questions in the newly identified category but also the existing
hierarchy of topics. The new label has to be consistent with existing siblings: It should
be on the same level of abstraction and, in addition, it cannot overlap with other
categories. Authors decided to employ Wikipedia as a source of concepts related to the
group of questions that should be named. These concepts are consequently filtered to
obtain only suitable candidates that complement existing categories.

5.4. Answer Quality

Question quality and answer quality are an important attribute in CQA. Despite the
significant effort to ensure only high-quality content in CQA systems, similarly to
questions, the provided answers are not always appropriate. Actually, their quality can
be very diverse, and thus high-quality answers can be mixed up with inappropriate
answers or even with spam and abusive content. More specifically, an answer can be
considered irrelevant if it does not relate to the question, incomplete if only partial
information is provided, or incorrect if the provided information or part of it is not true
or is no longer valid, and, finally, an answer can be biased when it considers only one
person’s view and does not reflect different perspectives [Sakai et al. 2011].

All these kinds of unsatisfactory answers make the effective knowledge sharing
in CQA systems difficult and thus it is useful to classify the answers according to
their quality. Afterwards, it is possible to filter out low-quality answers and, on the
other side, highlight the most useful ones. Moreover, answer quality can be utilized to
estimate user expertise or to evaluate successfulness of adaptive collaboration support
approaches.

The importance of answer quality estimation was recognized in much research. How-
ever, they are not united with regard to what answer quality is and how ground truth
should be set. Answer quality is usually defined by attributes that describe its con-
tent and relation to a corresponding question, such as responsiveness, accuracy, and
comprehensiveness to the question [Bian et al. 2009]; satisfaction of information needs
captured by the question [Sakai et al. 2011]; or relevance, completeness, objectivity,
and originality [Zhu et al. 2009].

The overview of approaches concerned with answer quality and their features is
provided in Tables VI and VII, respectively.

5.4.1. Answer Quality Assessment. Answer quality assessment refers to approaches that
are proposed to evaluate quality of an individual answer, while quality can be repre-
sented by means of ordinal classes (e.g., low- and high-quality answers) or by a value
from a predefined interval.

Various classification or regression approaches have been applied to solve this task
so far. The first approaches employed sets of automatically extracted features, either
non-textual [Jeon et al. 2006] or a combination of textual and non-textual [Blooma
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et al. 2008; Agichtein et al. 2008]. In contrast to the previous studies, Zhu et al.
[2009] identified 13 dimensions of quality (e.g., politeness, completeness), manually
extracted them for a set of questions, and used them to construct a linear regression
model. Later, more advanced approaches emerged, such as online detection of spam
answers posted as a part of commercial campaigns [C. Chen et al. 2013] or hierarchical
categorization that at first identifies a type of a corresponding question (e.g., factoid
or opinion question; see Section 5.2 for more approaches concerning question type
classification), and, consequently, the second question-type-specific classifier labels an
answer as a good/bad one [Toba et al. 2014].

Evaluation of answer quality assessment is a difficult and challenging task because
there is no clear information about true answer quality. All analyzed approaches were
decided for manual evaluation; nevertheless, this has several significant drawbacks. As
most of the questions are subjectively oriented and the context of each question/asker
is unique and sometimes not well known, manual evaluation of answer quality can
be inconsistent. In addition, manual evaluation of larger datasets (such as in Toba
et al. [2014]) is really time consuming. Another possibility, regarding how to evaluate
answer quality, is to employ an answer score. It can be significantly biased (e.g., by topic
popularity or spam voting), but there are possibilities how this bias can be eliminated
(e.g., as proposed in B.-C. Chen et al. [2012]).

5.4.2. Best Answer Prediction. The best answer prediction problem refers to the ability
to predict whether an individual answer will be selected by an asker as the best one or
not.

At first, Lee et al. [2009] proposed best answer prediction based on community votes
weighted by a voting score that captures how often the previous votes of the particular
user agreed with the best answer selection. This assumption leads to a circular defi-
nition that can be solved by an iterative computational process. The next approaches
consider best answer identification as a classification problem with two classes that
correspond to a best answer flag. Shah and Pomerantz [2010] compared manually and
automatically extracted features. The authors created Human Intelligence Task (HIT)
in the Amazon Mechanical Turk (MTurk) service to evaluate the answer’s quality on
a 5-point scale according to 13 quality criteria previously defined in Zhu et al. [2009].
The obtained manual evaluations as well as the automatically extracted features were
consequently employed in the construction of classification models based on a logistic
regression. The results pointed out that the manual evaluation without further context
(e.g., asker or answerer history) is not sufficient to predict best answers. On the other
side, Blooma et al. [2010] considered manually as well as automatically obtained fea-
tures and recognized a significant prediction value of manually obtained ones. Besides
content and user features, Burel et al. [2012] employed a set of thread features and
found out that a thread-based feature score ratio (a proportion of score given to an
answer in a total score given to all answers) represents a successful predictor for best
answer identification. This feature, however, cannot be obtained near answer post-
ing time. Gkotsis et al. [2014] showed that it is possible to achieve similar prediction
accuracy also when considering only textual features at answer creation time.

Approaches that tackle best answer prediction can take advantage of easily accessi-
ble ground truth, as best answer selection is directly included in all employed datasets.
We should emphasize that this kind of ground truth is appropriate for the best an-
swer prediction as described above, although asker-selected answers do not have to be
necessarily of high quality. Sakai et al. [2011] employed four assessors, who manually
evaluated answers’ quality on Yahoo! Answers, to point out a problem of best-answer
discrete taxonomy. The best answer selected by an asker can be chosen subjectively,
and thus it can be biased while there can be also other high-quality answers. A similar
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observation was confirmed by B.-C. Chen et al. [2012], who showed that a significant
part (70%) of all answers that are marked as the best answers by an asker or by a
community were manually evaluated by experts as fair or even bad.

5.4.3. Answer Ranking. Answer ranking approaches aim to obtain a relative rank of all
answers provided for a particular question according to their quality.

In order to rank answers, learning-to-rank (L2R) or regression models can be applied.
Hieber and Riezler [2011] treated answer ranking problem from information retrieval
perspective. A question was expanded with snippets from web search in order to cal-
culate more precise question-answer similarity features. Consequently, pairwise SVM
Rank was employed to learn how to rank answers. B.-C. Chen et al. [2012] proposed
a vote calibration model that predicts the potential bias in users’ behavior. Achieved
results on a manually annotated dataset proved that eliminating voting bias is able to
significantly improve ranking precision. Dalip et al. [2013] ranked answers by means
of a large set of 186 features describing a question, an answer, and an answerer. Z.-M.
Zhou et al. [2012] demonstrated that it is possible to rank answers with the answerer-
related QA features (e.g., total count of answer, best answer rate) and internal non-QA
features (e.g., presence of a picture). Moreover, Ginsca and Popescu [2013] managed
to successfully rank answers only with the answerer internal non-QA features (e.g.,
self-description, answerer age, or links to external platforms).

In order to obtain ground truth for answer ranking, various methods have been
utilized so far. At first, it is possible to obtain ground truth manually as in the pre-
vious approaches. Second, the position of the best answer (selected by an asker or a
community) in the calculated ranking can be evaluated. In this place, we would like
to repetitively point out the already-described possible bias in the asker’s best answer
selection, which means that the best answer does not have to be necessarily the answer
with the highest quality. Finally, a score provided by a community, which can be more
objective, can be considered.

5.4.4. Asker Satisfaction Prediction. In the cases when an asker did not choose the best
answer personally and the best answer was selected by a community or by a CQA
system itself, we do not have any information whether the information need of the
asker was fulfilled. The asker satisfaction problem solves the prediction of whether the
asker would be satisfied with the answers provided by a community or not.

Agichtein et al. [2009] employed various classification algorithms (e.g., decision trees,
SVM or Naive Bayes) to predict whether the provided answers have satisfied the
asker information needs or not. Experiment results showed that the classification
outperformed not only the baseline (random selection) but also the selection derived
from human judgments (Mechanical Turk workers). The same classification problem
was addressed in Anderson et al. [2012] on the dataset from Stack Overflow.

To obtain ground truth, it is possible to take advantage of specific features imple-
mented in CQA systems. In Yahoo! Answers, an asker can not only select the best
answer but also express his/her satisfaction by explicit feedback at 5-point scale. Con-
sequently, Agichtein et al. [2009] defined the asker’s satisfaction as a situation in
which the asker chose the best answer and provided a rating at least 3. Stack Overflow
provides askers with a possibility to offer a bounty for answering their questions. The
amount of bounty corresponds to points that are subtracted from the asker’s reputation
and thus Anderson et al. [2012] considered the act of providing bounty as an expression
of insufficient satisfaction with the answers provided so far.

5.5. User Expertise

In research publications on CQA systems, user expertise is closely associated with
several different terms such as user authority, user topical authority, user reputation,
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and user topical expertise. The common characteristic of all these terms is that they
refer to a user-related measure that captures an amount of user knowledge and his/her
potential to provide high-quality answers. As a result, they are sometimes used in-
terchangeably, and thus the differences between them are neglected. To understand
differences between them more precisely, we recognized that user expertise measures
can be characterized by two dimensions:

(1) At first, user expertise measures can refer to expertise at a global level or at a par-
ticular topic (i.e., a user assigned tag/category or an automatically extracted topic).
Global measures are usually represented by a single value that provides simple
comprehensive information about a user, and thus it can be easily displayed in the
user interface or utilized to rank users. On the other side, topical sensitive mea-
sures are represented by a rather more complex variable that naturally depends
on particular topics. It can be used in situations when identification of experts on
a certain topic is important, for example, in recommendation of recently posted
questions to potential answerers (so-called question routing).

(2) Second, user expertise measures can be broadly divided according to the employed
calculation method into graph-based and feature-based approaches. The graph-
based approaches work with a social graph underlying users’ interactions in CQA
systems (mainly between askers and answerers). Various graph-based algorithms
(e.g., algorithms developed to rank websites, such as PageRank and HITS) are then
applied on these graphs in order to identify expert users in the community. The
second group of feature-based approaches is based on historical question-answering
records about users as well as about content created by them. Consequently, various
mostly numerical methods are employed to derive user expertise.

In our categorization, we distinguish among various user expertise measures as follows.
If user expertise is estimated at a global level, then it can be represented by user
authority or user global expertise, which is often termed user reputation. While user
authority is a graph-based measure, user reputation can be characterized as a feature-
based approach. User reputation can be calculated either by reputation schemas (rule-
based mechanisms commonly employed in the existing CQA systems) or numerically
derived from users’ question-answering history. Similarly, at a topical level, we can
estimate user expertise by a graph-based measure, user topical authority, or by a
feature-based measure, user topical expertise. Various particular methods aimed to
calculate user expertise measures and their features are described in Tables VIII and
IX, respectively.

There are two major approaches how to evaluate user expertise estimation [J. Liu
et al. 2011]: employing traditional information retrieval evaluation metrics to compare
the calculated estimation with ground truth (e.g., precision, recall, rank correlation)
or evaluating user expertise estimation rather indirectly by evaluating the quality of
answers provided by identified experts. In the first approach, it is necessary to obtain
ground truth. However, both an automatically as well as a manually obtained ground
truth has some significant disadvantages. Jurczyk and Agichtein [2007] created ground
truth automatically from user features, such as best answer ratio. Unfortunately, such
ground truth is obtained according to a certain heuristic method that itself can be
considered as an approach to estimate user expertise [J. Liu et al. 2011]. Zhang et al.
[2007] decided to employ two human evaluators to manually rank users according to
their expertise. As it was necessary to read hundreds of answers posted by each user,
human evaluators managed to evaluate only 135 users. Therefore, manual evaluation
is absolutely inappropriate to create ground truth for robust datasets that are currently
available from CQA systems. For this reason, the automatic evaluation derived from
user features remains the only suitable technique to build usable ground truth.
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5.5.1. Global Reputation and Authority Ranking. The first group of approaches tackles with
user expertise at a global level and perceives its estimation as a ranking problem.

At first, we introduce how popular CQA systems rank users according to their global
user expertise. CQA systems utilize estimation of user reputation as a part of their
gamification systems in order to provide users with motivation to actively participate
on question answering. This reputation is calculated according to various reputation
schemas based on simple rules in order to be transparent for a community. In addition,
system administrators can simply influence the community behavior by gamification in
order to promote insufficient actions in the system (e.g., by giving them more reputation
points). Users in CQA system Yahoo! Answers are divided into eight categories based
on their reputation score. Each level has limitations in a number of questions and
answers a user can contribute each day. Users gain and lose reputation based on their
actions in the system. Similarly, the reputation schema of CQA systems on a Stack
Exchange platform also works on point-based reputation rules.!

Besides rule-based reputation schemas applied in the existing popular CQA systems,
it is possible to find several more or less simple measures of user global expertise also in
the research articles concerned with CQA systems. In these approaches, mostly graph-
based techniques are used to rank users by means of so-called community expertise
networks—social networks in which nodes represent users and edges represent the
flow of knowledge [Aslay et al. 2013]. There are two basic types of community expertise
networks: asker-replier network and asker-best answerer network. While the first one
contains the edges weighted by a number of all provided answers and ignores best an-
swers, the second one considers only best answers and ignores other non-best answers.
As these ranking-based approaches do not employ features, they are not included in
Table IX, and, instead of that, the type of employed graph is depicted in an overview of
methods in Table VIII.

At first, asker-replier networks were employed by link analysis approaches that are
well known from tasks related to measure a web page centrality. Jurczyk and Agichtein
[2007] adapted the Hyperlink-Induced Topic Search (HITS) algorithm for the purpose
of user expertise estimation. Zhang et al. [2007] proposed a different algorithm, named
ExpertiseRank, which is inspired by PageRank. These link analysis approaches are,
however, quite computationally inefficient and achieve a level of performance very
similar to much simpler metrics such as Z-score, proposed by Zhang et al. [2007].
Z-score describes how many answers and questions a user previously posted in the
CQA system: Zs.pre = %, where a represents a number of posted answers and ¢ is a
number of asked questions. The assumption is that true experts only provide answers
and do not ask any questions.

Each of two basic expertise networks, used in the above-described approaches, ig-
nores very important information about the selection of the best answer or other non-
best answers, respectively. Therefore, J. Liu et al. [2011] and Aslay et al. [2013] proposed
to create competition-based expertise networks, which combine all available information
into one community expertise network. They are based on pairwise comparison of the
users. The basic idea is that user expertise can be expressed relatively according to the
following two assumptions: (1) the answerer who provided the best answer has higher
expertise in comparison with all other non-best answerers, and (2) the best answerer
has higher expertise as the asker. J. Liu et al. [2011] applied this kind of network to
calculate the relative expertise levels of users by competition-based models, such as
TrueSkill and the SVM model. Experiments on the dataset obtained from Yahoo! An-
swers confirmed that the competition-based models are able to significantly outperform

Thttp:/stackoverflow.com/help/whats-reputation.
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standard graph-based baseline methods, that is, HITS and PageRank. Similarly, Aslay
et al. [2013] compared the performance of various link analysis methods (e.g., PageR-
ank, HITS, InDegree) on all three kinds of expertise networks. Methods utilizing the
competition-based expertise network consistently outperformed the basic expertise
networks.

5.5.2. Topical Expertise and Authority Ranking. In comparison with the previous group of
approaches, topical expertise and authority ranking approaches rank users according
to their expertise on particular topics (rather than overall expertise). Moreover, some
of these approaches consider also community feedback, which was neglected in the
previous approaches. While also some global authority ranking approaches can be
utilized to estimate topical expertise (e.g., by building expertise networks only with
questions from the same category), these approaches consider topics explicitly.

In order to rank users according to their expertise in a particular category, Zhu,
Cao, et al. [2011] exploited information not only from the target category but also from
other relevant categories, which are identified by a similarity measure based on an
LDA topic model. Consequently, the Topical Random Surfer (TSR) model was applied
to rank users in these extended category link graphs. Cai and Chakravarthy [2013]
proposed an ExpertRank framework which is able to consider besides graph structure
also domain-specific information. More specifically, authors enhanced a simple asker-
replier graph with edges weighted by answer quality. Experimental results revealed
positive influence on ranking performance. Zhou et al. [2014] combined a graph-based
PageRank with a LDA semantic model in order to take into account not only link
structure but also topical similarity between askers and answerers. The proposed
method achieved better performance in comparison with traditional and even the most
successful competition-based models proposed by J. Liu et al. [2011].

5.5.3. Expertise Assessment and Prediction. Expertise assessment and prediction refers
to an estimation of current or future value of user expertise in order to identify users
with high expertise (experts) and users with low expertise.

One of the drawbacks of global authority ranking is the determination of how many
users should be chosen as authoritative from the obtained ranked list. Bouguessa et al.
[2008] used a simple metric named InDegree to rank users (i.e., a number of nodes
that link to the node that represents the analyzed user). In the asker-best answerer
network, it actually represents the number of best answers provided by the particular
user. Consequently, they proposed a probabilistic approach based on a mixture model
to automatically discriminate authoritative users from non-authoritative ones.

While the approach proposed by Bouguessa et al. [2008] still belongs to the graph-
based approaches, subsequent approaches are rather feature based. Pal et al. [2011]
explored the possibility to predict whether a user will develop to an expert user or not
according to his/her behavior during the first 2 weeks in the CQA system TurboTax.
Similarly, Movshovitz-Attias et al. [2013] recognized differences in initial activity of
users that were used as predictors of their long-term contribution. Pal, Harper, et al.
[2012] explored question selection bias to identify expert users. The authors proposed
the so-called existing value of a question that represents the overall value of already
provided answers on the particular question. An assumption was that experts inten-
tionally select those questions that have only a very low existing value (with none or
only a few low-quality answers) and thus they can provide a valuable contribution
by answering that question. A probabilistic model that captured answerers’ question
selection preferences was used as a new source of features for a set of classification
algorithms. Among them, bagging metaclassifier consistently provided better results
in comparison with other classifiers (e.g., SVM, decision trees).
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5.6. User Type

Besides user expertise, user behavior in CQA systems can be significantly diverse in
terms of type, quantity, as well as quality of carried out contributions. User behavioral
patterns thus represent another subject of user analyses.

5.6.1. User Profile Classification. User profile classification approaches investigate user
behavioral patterns in order to assign users into various user profiles.

We are aware of only two approaches that are concerned specifically with user clas-
sification in CQA systems. Song et al. [2013] attempted to discover leading users on
Quora. Authors introduced a leading capacity model, which considered three user char-
acteristics: authority, activity, and influence. Consequently, a QP-Borda count model is
employed to make a collective decision from user positions in three rankings derived for
each characteristic. Furtado et al. [2013] used clustering above user behavior metrics
(e.g., number of asked questions, number of days when a user was active) to clas-
sify the random sample of users into groups with similar contributions profiles. Ten
contribution profiles were identified and manually labelled, for example, occasional,
unskilled or expert answerer, answer activist, or hyperactivist. Consequently, a neural
network was trained to classify the remaining users to the identified profiles. This
approach allowed authors not only to compare composition of five various systems in
Stack Exchange platform but also to study the dynamics of user behavior over time.

5.6.2. User Churn Prediction. The churn prediction problem refers to identification of
users who are about to quit a CQA system. The motive for the identification of this
kind of user is that acquiring new expert users is more complicated, such as by taking
appropriate remedial steps to provide churning users with an extrinsic motivation.

Dror et al. [2012] as well as Pudipeddi et al. [2014] tried to predict user churn for
new users (i.e., with limited previous user activity). A classifier proposed by Dror et al.
[2012] revealed a number of provided answers and community feedback (e.g., a number
of positive votes on provided answers) as significant signals for churn prediction. On
the other side, Pudipeddi et al. [2014] identified a time gap between user subsequent
posts as a significant predictor.

In the case of churn prediction, it is possible to derive ground truth directly from
user history (e.g., a user can be considered as churned if he/she had no activity for more
than 6 months).

5.7. Discussion

In this section, we provided the extensive overview as well as the in-depth insight into
approaches on content and user modeling. In spite of a significant number of existing
research articles, all defined and described groups of approaches still provide new
opportunities for further research, as shown by the presence of many articles published
in the past few years. Naturally, questions and answers became the interesting subject
of research and thus the majority of approaches have focused exactly on their attributes
so far. On the other side, approaches aimed at modeling users’ attributes and behavior
are still rarer while we suppose that they deserve more attention from researchers.
Among question- and answer-oriented approaches, we emphasize especially ap-
proaches that build on various specifics and phenomena present in CQA systems,
such as the homophily between question and answer quality (e.g., Yao et al. [2015]) or
the knowledge gap (e.g., Lin et al. [2014]). They perceive CQA systems from the wider
angle and conveniently model characteristics of more than just one domain entity at
the same time. In addition, we see new possible directions of research in combining of
various modeling tasks (e.g., questions type and quality as in Toba et al. [2014]). These
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approaches have a potential not only to overcome content diversity more successfully
but also to conveniently take advantage of it.

Among user-oriented approaches, we described a significant effort to model user
expertise. This group of approaches is well characterized by employing many algo-
rithms adapted from other domains (e.g., HITS and PageRank in Aslay et al. [2013] or
TrueSkill in J. Liu et al. [2011]). At the same time, J. Yang, Tao, et al. [2014] pointed
out a problem that is present in standard methods aimed to estimate user expertise at
both a global level as well as a topical level. These methods very often misclassify very
active users (denoted by authors as “sparrows”) for experts (denoted as “owls”). While
sparrows generate most of the content, owls provide valuable answers to questions
that are perceived as important by the community. The existing expert identification
methods, however, targeted mainly sparrows, as they focused mainly on the amount
of users’ activity in the system rather than on the quality of their contributions. As
a result, these methods suffer a serious issue: The calculated estimation of user ex-
pertise does not usually reflect real users’ knowledge level. The similar problem is
present also in reputation schemas employed in the existing CQA systems. The neg-
ative consequences of these reputation schemas, which also favor user activity, lie in
reputation abuse. As we pointed out in Section 4, exploratory studies have already
confirmed increasing population of several kinds of undesired types of users. Among
them, reputation collectors intentionally abuse the reputation system in order to collect
reputation by answering as many questions as possible. To address these drawbacks,
it is necessary to propose novel methods that balance the influence of user activity and
quality of contributions. In our previous work [Huna et al. 2016], we proposed such
novel reputation mechanism that focus primarily on quality and difficulty of users’
contributions, and thus it can prevent undesired user behavior. However, this kind of
reputation mechanism does not provide good transparency for the end users as does
simple rule-based reputation schemas. Finding an optimal balance between precision
(including also violence robustness) and transparency of methods for user reputation
calculation provides an interesting direction for further research.

Finally, in contrast to question type, which is broadly examined, we recognized just a
few articles aiming at user type classification. Nevertheless, we suppose that automatic
identifying of various stereotypes of users (e.g., newcomers, users who are new to areas
their questions are about) have the potential to become interesting asset to adaptive
support.

6. ADAPTIVE SUPPORT

Adaptive support approaches build on results from exploratory and content/user mod-
eling studies in order to directly influence users’ collaboration. In general, CQA systems
provide two main sources of knowledge: archives of already-solved questions (i.e., ex-
plicit knowledge) and community of users (i.e., tacit knowledge). Two major categories
of adaptive approaches can be distinguished according to these sources of knowledge:

(1) Question retrieval refers to a recommendation of archived question-answer pairs
that provide a user with the same information as is required to answer his/her
original question.

(2) Question routing approaches aim to recommend the best potential answerers
while taking estimations of user expertise, user activity, and user motivation into
consideration.

These two categories of approaches have probably the best chance to improve the
success and effectiveness of collaboration during the question-answering process.
Nevertheless, adaptive support can be provided also by other additional approaches,
such as question suggestion, answer summarization, or user motivation.
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6.1. Question Retrieval

CQA systems became the repositories of very unique knowledge related to many various
topics, and thus they can benefit not only from community-embedded knowledge but
also from huge archives of previously answered questions. The fundamental task for
reusing the content in CQA systems is to retrieve similar questions for various forms
of queries [Zhang et al. 2014]. Question retrieval approaches (see Table X) can be
characterized by presence of:

(1) a query profile, which represents information needs of a knowledge seeker;
(2) a question/answer profile, which describes existing questions or answers; and
(3) a matching model, which calculates similarity between these profiles.

6.1.1. Question Search. The problem of question search refers to the following task:
Given a query (i.e., a question or a set of keywords), find the questions that are seman-
tically similar to the query [Cao et al. 2008]. The question search problem was well
known in FAQ data even before the emergence of CQA systems. However, CQA systems
differ significantly (e.g., in the number of archived questions), and thus new methods
have been proposed specifically for CQA. Question search approaches can mainly serve
users in two situations: in searching a CQA archive to determine whether their ques-
tion has been already asked and before asking a new question, when a CQA system
can display similar questions in order to prevent posting a duplicated question.

The big challenge of question search (and also of other question retrieval tasks) is
that users tend to express their equivalent information needs with different words,
which finally creates a lexical gap during matching queries and existing posts [Zhang
et al. 2014]. For this reason, the traditional IR approaches (i.e., the Vector Space Model
(VSM), the BM25 model, and the Query Likelihood Language Model (QLLM)) achieve
only poor performance. According to different solutions to overcome this issue, existing
works can be broadly grouped under the following three topics.

At first, various advanced models are applied on question content to prevent the
lexical gap. Translation Models (TM) and Translation-Based Language Models (TBLM)
were confirmed to improve successfulness of question search (e.g., Cao et al. [2012],
and Wu et al. [2014]). In K. Wang et al. [2009], authors identified similar questions
by finding similarity in syntactic trees created for queries and questions. Similarly,
J. Wang et al. [2010] proposed to utilize POS tagging and syntactic tree kernels. A
completely different approach was proposed by Muthmann and Petrova [2014], who
addressed identification of question duplicates as a classification task in order to decide
whether two questions are topical near-duplicates or not.

Second, approaches can analyze questions’ content to extent matching models with
information that captures required information needs more precisely. K. Wang et al.
[2010] improved question search performance by segmentation of multi-sentence ques-
tions in order to identify their fragments that can possible capture users’ different
information needs. Singh [2012] extended a translation model with semantic concepts
(entities). In addition, L. Chen et al. [2013] and Wu et al. [2014] created intent-
based models by combining translation-based models and user intent classification
(see Section 5.2.1).

Finally, approaches can exploit a question context. Some models exploit topical “par-
allelism” between questions and their answers [Xue et al. 2008]. Jeon et al. [2005] used
only a simple query likelihood language model; nevertheless, this model was able to
find similarity between questions according their corresponding answers. Zhang et al.
[2014] pointed out the drawback of this approach, whereby answers can be of very
diverse quality and, consequently, low-quality answers can hinder a question search
model, and thus the authors proposed to leverage answer quality. Besides answers,
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category information [Cao et al. 2012] and category hierarchy [Chan et al. 2014] can
be harnessed.

The majority of question search approaches were evaluated with a dataset obtained
from Yahoo! Answers. Unfortunately, this dataset does not contain any information
about questions’ mutual similarity, and thus human assessors were asked to evaluate
the correctness of the results. The only exception is approach by Muthmann and Petrova
[2014], which was evaluated at datasets from a Stack Exchange platform that directly
contained duplicated questions identified by the community.

6.1.2. Question Recommendation. Question recommendation (also alternatively termed
as question suggestion) is closely related to question search. Instead of searching for
semantically similar questions, it provides a recommendation of semantically related
questions that reflect different aspects of the user query and provide supplementary
information [Cao et al. 2008]. This kind of recommendation can be displayed besides
each question to direct users to additional (but not the same) information about a topic
of the currently displayed question.

Similarly, as in question search and in question recommendation, various types of
language and tree-based models enhanced by context information can be employed.
Cao et al. [2008] addressed question recommendation as a tree-cutting problem in
which Minimum Description Length (MDL) was employed to identify the best cuts.
Wang et al. [2011] extended a language model with a question popularity prediction to
provide better question recommendations. Zhou et al. [2015] proposed a topic-enhanced
translation-based language model that also incorporates answer information.

6.1.3. Question Answering. In comparison with question search, question answering
goes one step further. Given a query submitted by a user, the goal of question answering
is to return answers that provide the same information as captured by the query. This
group of approaches is also commonly termed learning-to-rank answers, which can be,
however, easily confused with answer ranking, which tackles a completely different
problem of answer quality evaluation (see Section 5.4.3). The purpose of question
answering is to reuse the existing answers to solve questions that remain unanswered
for a long time or provide askers with immediate answers after question creation.

Bian et al. [2008] proposed GBrank, a supervised learning-to-rank method, to re-
trieve factual answers with textual, statistical, and user features. Xue et al. [2008]
combined a translation-based language model to calculate similarity between the query
and the question part, and, consequently, a query likelihood language model to calcu-
late similarity with the answer part. Suryanto et al. [2009] introduced a framework
that incorporates answer quality and answer relevance (determined by a query like-
lihood language model between the query and the question part only). Pera and Ng
[2011] proposed a QA Refinement (QAR) system that identifies answers in two phases:
question matching, which identifies existing questions and their answers with the
same or similar information needs, and answer ranking, which reranks the obtained
answers according to their length, similarity with the query, and their own correspond-
ing question. Shtok et al. [2012] likewise proposed a two-stage approach. In the first
step, answer candidates are identified by similarity calculation between the query and
existing questions (represented by VSM). In the second step, a random forest classifier
above the textual and similarity features was used to determine whether an answer
candidate is suitable to answer the query or not.

Besides standard manual evaluation, other interesting solutions were proposed to
obtain ground truth for question answering. Datasets containing sample questions
and corresponding answer patterns from Text Retrieval Conference (TREC) were em-
ployed in Bian et al. [2008] and Pera and Ng [2011]. Moreover, Shtok et al. [2012]
created three robots that automatically answer new questions in Yahoo! Answers with
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existing answers. Consequently, the best-answer feedback received by automatically
posted answers were compared with average feedback received by answers in the same
category provided by real users. The results revealed a significantly higher success rate
of automatically posted answers. However, it is necessary to mention that robots pro-
vided answers only in situations where the model achieved a high degree of certainty
that the existing answer is similar/appropriate to resolve a new question.

6.1.4. Web Search Answering. Web search answering can be perceived as an alternative
to question answering (see Section 6.1.3), where queries are created by users in external
web search tools instead of CQA systems themselves. The motivation behind this group
of approaches is that existing answers in CQA systems have a potential to efficiently
satisfy also information needs of users who submitted their queries to standard search
engines [Q. Liu et al. 2011]. In other words, CQA sites can be used as complementary
sources (or verticals) for web search systems.

This kind of web search answering scenario poses new challenges for both search
engines as well as for CQA systems [Q. Liu et al. 2011]. The first attempt to evaluate the
usefulness of the CQA archives for external researchers was conducted by Q. Liu et al.
[2011]. The authors proposed and evaluated several approaches aimed at predicting
whether a web searcher will be satisfied with existing answers from Yahoo! Answers.
Three groups of features were considered (query clarity, query-question match, and
answer quality) in a single regression model as well as in a composite method, which
utilizes three separate regressions for each group of features individually and which
outperforms a single regression model. In Carmel et al. [2014], authors analyzed a
large log of web search sessions that finally landed on the Yahoo! Answers website. In
order to effectively face the short length of search queries, authors proposed the term
weighting method, which utilizes syntactic information for each word from the query.
The relative importance of each feature was learned by the SVM Rank algorithm.
Automatic evaluation on a dataset containing the actual web search queries together
with visited resolved questions as well as manual evaluation by editors revealed that
consideration of syntactic information led to consistent improvement.

In the cases where web searcher information need is not satisfied, web searchers
can change their role to askers. In this cases, CQA systems can take advantage of the
previous search session, for example, by automatic question suggestion (see Section 6.3)

6.1.5. Group-Based Question Recommendation. The last group of question retrieval ap-
proaches has a slightly different aim—to recommend answered questions to sub-
communities of users. It means that a community profile, which represents users and
their interests, is employed instead of a query profile. Due the massive number of ques-
tions and answers created in CQA systems every day, information overload can become
a significant problem, while this kind of recommendation can help users to identify
interesting content [Liu et al. 2014]. The output from recommendation can be utilized
in many ways, from displaying the recommended questions in the system’s dashboard
to sending them as a part of newsletter.

The first approach in this category [Sun et al. 2009] attempts to recommend questions
by predicting how likely a question is to be recommended by most users (i.e., question
popularity). To predict the popularity of this question, the authors proposed a new al-
gorithm, called the majority-based perceptron algorithm, which is able to learn users’
preferences from their previous ratings. In the prediction, features available at ques-
tion creation time are used (i.e., textual, temporal and asker-related). Liu et al. [2014]
proposed a group-based recommendation. This approach at first generates community
profiles by aggregating previously posted questions and answers with correspondence
to the weight of each community member (e.g., his/her reputation). Afterwards, the rec-
ommended questions are selected by considering relevance as well as complementarity
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between knowledge captured in the recommended questions and in the community
profile. In both approaches, community feedback was considered as ground truth.

6.2. Question Routing

One of the most important goals of CQA systems is to provide an asker with a suitable
answer in the shortest possible time. However, there are still questions that remain
unanswered for a long time. The problem of a high rate of unanswered questions is
increasing in CQA systems because of the growing number of newly posted questions
each day. Question routing tries to solve this problem by recommending questions to
potential answerers who are most likely to provide a satisfying answer. This type of
recommendation in CQA systems is sometimes alternatively termed answerer recom-
mendation, expert finding, or even question recommendation, which causes ambiguity
with question retrieval (see Section 6.1.2).

In contrast to other categories of CQA approaches, question routing has been al-
ready described in a survey by Furlan et al. [2013]. Authors introduced a presenta-
tion paradigm that provides a detailed view on implementation of several selected
approaches. In our survey, we provide a more abstract overview of various question
routing solutions also within the context of other CQA approaches and including also
the most recent works.

The problem of question routing can be formalized as follows: given a newly posted
question g, we need to create an ordered list of top & users uy, ug, ..., ur who are the
most suitable to answer question g. This list is usually ordered by a probability that
user u would answer given question g. To obtain the list of suitable answerers, it is
necessary to solve three sub-problems [Guo et al. 2008] that also characterize question
routing approaches (see Table XI):

(1) construction of a question profile, which represents question’s topics;

(2) construction of a user profile, which represents user expertise/interest and option-
ally also additional characteristics (e.g., authority or availability);

(3) matching between profile of a new question and all relevant user profiles.

Question routing differs from user global/topical expertise ranking and expertise
assessment (see Section 5.5) because of its explicit orientation to identify possible
answerer-candidates for a particular new question instead for a whole system or a
topic. The suitable level of user expertise/interest on the question topic definitely rep-
resents an important condition to provide a suitable answer, but also additional aspects
that influence answer suitability and users’ willingness to provide an answer can be
considered.

(1) At first, some approaches (e.g., Liu et al. [2010] and Yang et al. [2013]) consider
user authority as a good predictor, as authoritative authors will probably give more
authoritative answers.

(2) Users may also differ considerably in the degree of their overall activity [Liu et al.
2010]. Some users can be very active at the beginning and, afterwards, they can
be silent for a long time. User interest can die away due to different reasons and
circumstances, such as a user can lose interest in the particular topic or he/she
does not have time to participate in question answering any more. Therefore, users
with a high level of (recent) activity are more likely to provide answers on new
questions.

(3) Finally, sometimes potential answerers have necessary knowledge and are even
active enough to answer the routed question, but they are not motivated to do that.
Therefore, a few of the existing approaches (e.g., Luo et al. [2014]) consider also
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user motivation or users’ mutual familiarity as another aspect, which affects the
question routing process.

To obtain the ground truth of appropriate answerers for a particular question, the
majority of previous studies (e.g., Liu et al. [2010], Guo et al. [2008], and Zhu, Chen,
et al. [2011]) utilized either the best answerer or the list of all users who actually
provided an answer on this question. We would like to point out that this approach
does not completely correspond to the real interest from users. For example, as soon
as a question receives at least one high-quality answer, other suitable candidates can
express their expertise just by providing a positive vote or simply by skipping the routed
question and attempting to answer another one (unfortunately, as voting and question
views are usually anonymous, CQA datasets do not provide this kind of information). In
spite of this drawback, the list of actual answerers can be still considered as fair precise
ground truth for question routing. Other less-common evaluation methods include
online experiments (e.g., in Szpektor et al. [2013]) or manual assessment (e.g., in Liu
et al. [2013]).

We divide analyzed question routing approaches according to various types of match-
ing models following the classification proposed in Li [2014]. In addition, we recognized
a problem of collaborative question routing, which we address separately.

6.2.1. Language Model-Based Question Routing. The first group of approaches to question
routing is based on language models. These approaches represent both question and
user profiles as a bag of words (the user profile is created from all questions the
corresponding user previously answered or asked). Consequently, user profiles are
ranked according to various kinds of language models that calculate a probability that
user profiles will generate terms of the routed question.

At first, three traditional language models well known from the information retrieval
domain were employed to rank the user profiles [Liu et al. 2005]: QLLM, RM (Relevance
Model), and a cluster-based language model. Similarly, a query likelihood language
model was used in a question routing framework proposed by Li and King [2010]. It
considers not only user expertise (derived with answer quality information) but also
user activity (a prediction whether an answerer will respond to the request in short
time). An experiment on a dataset obtained from a Yahoo! Answer portal confirmed that
taking answer quality and user activity into consideration can significantly improve
the recommendation. Later, Li et al. [2011] proposed to include the routed question
category in user expertise estimation. In the basic category-sensitive language model,
authors considered two questions related only if they are assigned to the same category.
In a more advanced version termed the transferred category-sensitive language model,
a more sophisticated approach was used to calculate the similarity between categories:
If there are many answerers who contribute to two categories frequently, then these
two categories should be similar to each other.

In the above-described traditional language models, data sparseness can lead to word
mismatch between the routed question and the user profiles, which can be caused by
co-occurrence of random words in user profiles or questions [G. Zhou, Liu, et al. 2012].
This problem is solved by translation models (TM) that employ statistical machine
translation to overcome data sparseness and that are able to differentiate between
exact matched words and translated semantically related ones. Finally, Liu et al. [2013]
proposed a hybrid method that combines all kinds of information employed in the
previous approaches: user expertise (calculated with answer, category, and temporal
information), reputation, and authority score.

6.2.2. Topic Model-Based Question Routing. Traditional language models are based on
exact word matching, and thus they are not able to capture more advanced semantics
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and solve the problem of the lexical gap between the posted question and user profiles
[Liu et al. 2010]. As a solution to this issue, latent topic models, such as Probabilistic
Latent Semantic Analysis (PLSA) or LDA, are employed to consider not only syntactic
but also semantic similarities.

The first approaches can be considered a transition between traditional language
models and more advanced semantic models. Guo et al. [2008] combined the topic and
the term levels to represent questions’ focus and answerers’ expertise. To discover latent
topics, a novel generative model named UQA was proposed. Consequently, matching
was performed by a BM25 language model at the term level and by a topical matching
method at the topic level. In a similar way, besides a QLLM model, an LDA model was
employed in Liu et al. [2010].

Guo et al. [2008] created user profiles by concatenation of all asked and answered
questions; similarly, Liu et al. [2010] concatenated all previously answered questions.
This solution, however, has two significant drawbacks. At first, Xu et al. [2012] pointed
out that users in CQA systems play two different roles simultaneously: an asker and an
answerer. While answering a question can be perceived as an expression of expertise on
question topics, asking a question, on the other side, can be perceived as a lack of this
expertise. Experimental evaluation revealed that considering only answerer role leads
to better question routing performance, while mixing these two roles can even impair
recommendation results. Second, when only answered questions are concatenated to
one document, the LDA model cannot take advantage of the internal structure of
user profiles, as each answered question can relate to a different topic. Riahi et al.
[2012] proposed a Segmented Topic Model (STM), which can discover the hierarchical
structure of topics, and thus, instead of grouping all user’s questions under one topic,
it allows each question to have a different topical distribution.

In the above-mentioned works, latent topics and user expertise were modelled sep-
arately. Yang et al. [2013] introduced a Topic Expertise Model (TEM) to jointly model
topics and expertise (besides content, also tags and answer quality was considered).
Authors consequently proposed a CQArank framework that combines user topical ex-
pertise estimation from the TEM model and user authority derived from link analysis
above a QA graph. The TEM model, however, did not consider the two-role perspec-
tive introduced by Xu et al. [2012] as it derived user expertise from questions and
answers simultaneously. Yang [2014] addressed this drawback and proposed a User
Topical Ability Model (UTAM) that models separately users’ descriptive ability (i.e.,
ability to ask good questions) and user expertise. Consequently, authors integrated the
results from the UTAM model with social link analysis and created probably the most
comprehensive topic model named User Social Topic Ability (USTA).

A different approach was proposed in Szpektor et al. [2013], who represented question
topics with three vectors based on an LDA model, a lexical model, and a category model.
In contrast to the previous approaches, vector similarity (calculated by a dot-product)
was employed in the matching phase and, in addition, a diversification was employed
to prevent a well-known recommendation problem: filter-bubble.

6.2.3. Classification- and Ranking-Based Question Routing. The third group of approaches
tackles question routing in comparison with previous language and topic models as a
classification problem, a ranking problem, or a missing value estimation. Question and
user profiles are represented as a set of features that can provide important information
that is not fully utilized in the language and topic models as they consider primarily
only text similarities [Ji and Wang 2013].

Dror et al. [2011] addressed question routing as a classification task whether a
particular question will be interesting for a user or not. A set of different question-
and answerer-related features supplemented with bias features were considered in a
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multi-channel recommender system (e.g., a question with several answers is less at-
tractive as completely unanswered question). Ji and Wang [2013] proposed a ranking-
based approach consisting of two methods, SVM and RankSVM, which utilized a set
of features describing a question, a user, and a question-user relationship (i.e., simi-
larities calculated by QLLM and LDA models). As a typical SVM classifier provides
only a binary classification, authors decided to use the probability estimation function,
which is able to produce the probability of a user having enough expertise to provide
a suitable answer, which was finally used to rank potential answerers. San Pedro and
Karatzoglou [2014] proposed an algorithm named RankSLDA—a learning-to-rank ex-
tension to supervised LDA applied specifically to solve the question routing problem.
Zhao et al. [2015] considered question routing from the perspective of missing value
estimation. For estimation of missing values in the rating matrix, authors employed
a method called graph regularized matrix completion. Besides user expertise, social
relations between users were considered to obtain recommendations.

The approach proposed by Luo et al. [2014] differs from the above-described ones in
several aspects. At first, authors focused on the enterprise CQA system IBM Connec-
tions rather on an open CQA system. The proposed question routing method considered
employees’ expertise, willingness (e.g., amount of previous activity) and readiness (e.g.,
recent activity, current load) determined from the CQA system itself as well as from
non-QA data sources. In addition, the method purposefully diversifies recommended
answerers with less-active employees to grow the pool of answerers.

6.2.4. Collaborative Question Routing. In contrast to the previous question routing ap-
proaches, collaborative question routing refers to a recommendation of recently posted
questions to a group of compatible users, who would collaborate together to create a
content with lasting value, instead of to a top-k most desirable experts [Chang and Pal
2013].

To solve the collaborative question routing problem, k-NN clustering [Pal et al. 2013]
and a greedy algorithm [Chang and Pal 2013] were employed. In both cases, features
describing a question, users, and their mutual similarity/compatibility were considered.

6.3. Other Adaptive Support Approaches

Besides question retrieval and question routing, additional adaptive approaches pro-
posed for CQA systems exist. In this section, we provide their brief overview.

Question Suggestion. Internet users naturally direct their information needs to
search engines. In spite of developed mechanisms, which have been proposed already
to support web search, there are still many cases in which web search ends with failure.
However, many of these unsatisfied searches could be addressed by CQA systems [Liu
et al. 2012]. Asking a question in a CQA system after an unsuccessful web search is
a process in which users change their role from searchers to askers. Liu et al. [2012]
performed an exploratory study of users’ behavior to understand better this transition.
The results point out that users coming from search engines behave quite differently in
CQA systems. For example, they are not so patient while waiting for the best answer in
comparison with other CQA users, and thus CQA systems should promote even more
questions asked by searchers.

The main focus of adaptive approaches to support the transition from search engines
to CQA systems is how to map search queries to appropriate questions in natural
language. At first, it is possible to automatically identify the most suitable questions
that have been already posted in a CQA system and thus navigate web-searchers easily
to their answers [Gao et al. 2013]. Another question suggestion approach suggests
synthetic questions based on keywords provided in the original search query [Dror,
Maarek, Mejer, et al. 2013].
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Answer Summarization. Answer summarization takes question answering (see Sec-
tion 6.1.3) one step further. Especially in the case of multi-sentence questions (i.e.,
questions that comprise several sub questions), even the best answers can be incom-
plete while the remaining answers can provide additional aspects [Chan et al. 2012].
Answer summarization aims to summarize the best answer together with other an-
swers to provide users with one coherent answer.

Approaches that are concerned with the answer summarization problem in CQA sys-
tems take different metadata into consideration. As open and opinion-based questions
usually have multiple good answers, Yuanjie Liu et al. [2008] considered a question type
as a guide to answer summarization based on the clustering algorithm. Tomasoni and
Huang [2010] combined quality, coverage, relevance, and novelty to generate trustful,
complete, and relevant answers. X. Liu et al. [2011] extracted sentences from answers
according to their salience score, which is assigned by a graph-based random walk
model incorporating user social features and answers’ content. Chan et al. [2012] in-
troduced a Conditional Random Fields (CRF) framework with group L;-regularization,
which addressed answer summarization as a sequence labeling process: Each answer
sentence is labeled as a summary or a non-summary sentence and, consequently, the
summarization is created by concatenation of sentences with the summary label. Pande
et al. [2013] proposed to create summaries by creating graphs using various answer-
level, sentence-level, and similarity features in which nodes represent particular an-
swers. Consequently, summarization is created by finding a path in this graph that
covers the most important information.

User Motivation. Finally, adaptive approaches can contribute to keeping users moti-
vated and dedicated to CQA communities and even steer users towards certain types of
actions. One typical example of how to motivate people in online communities is gam-
ification. CQA systems employ several kinds of gamification techniques but mainly
badges (e.g., Stack Exchange) and reputation points (e.g., Yahoo! Answers).

We are aware of only one article by Anderson and Huttenlocher [2013], which ad-
dressed steering user behavior directly in CQA systems. At first, authors studied how
badges can influence user behavior and created a formal model that can predict how
badge assignments affect users’ contributions in Stack Overflow system. Second, the
authors examined the badge placement problem (i.e., identification of optimal amounts
of activities when badges should be assigned to users) and proposed several high-level
design principles that are supposed to help system designers create good gamification
mechanisms.

6.4. Discussion

Similarly to content and user modeling approaches, adaptive support is also char-
acterized by several topics that are popular among researchers and some that are
rather neglected. While question retrieval and question routing represent a large body
of the existing research, some emerging problems have not been addressed in these
approaches so far. In our previous study [Srba and Bielikova 2016], we pointed out
two emerging problems that hamper a long-term sustainability of Stack Overflow:
an increasing failure and churn rate, which are caused especially by an increasing
amount of low-quality content created by undesired group of users—help vampires,
noobs, and reputation collectors. The majority of existing approaches focused on pro-
viding adaptive support in CQA systems even unintentionally support these undesired
groups of users [Srba and Bielikova 2016]. The main reason for this is that the ex-
isting approaches can be characterized as asker oriented (i.e., they primarily focus on
askers while preferences and expectations of answerers are suppressed) and expert
oriented (i.e., only a small proportion of highly active experts are involved). Question
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routing can be provided as a typical example. Most existing methods recommend new
questions to users with a high level of expertise regardless of real question difficulty.
Consequently, experts are easily overloaded while capacity of other users is left unuti-
lized. This attitude to question routing is really successful in achieving askers’ goals
(to receive a high-quality answer), although it completely overlooks those experts who
prefer to answer more difficult and challenging questions within their limited time
capacities. In addition, this attitude ignores other users who are involved only very
rarely; nevertheless, they might be interested in getting recommendations.

Just a few of recent existing articles have already reflected these problems (e.g.,
exploratory analyses of content abusers [Kayes et al. 2015] or diversification applied
to question routing [Szpektor et al. 2013]). We suggest that it will be necessary to
propose a new family of adaptive support methods that are more answer oriented
and in addition involve the whole community in the question-answering process. We
have already illustrated this kind of approach on the novel question routing method
[Srba et al. 2015]. It can consider non-QA data sources about answerers in order to
estimate users’ expertise early and more precisely and thus recommend questions also
to newcomers and lurkers (users with a low level of QA activity).

Many other areas are also worth deeper examination, such as personalized recom-
mendation of solved questions to individuals (so far only group-based recommendation
approaches have been proposed, see Section 6.1.5) or better preservation of motivation,
for example, with gamification mechanisms such as reputation score or badges.

As we stated in the conclusion of exploratory studies (see Section 3), another inter-
esting potential of CQA systems lies in their application in various environments and
contexts. These exploratory studies pointed out that these environments differ signifi-
cantly from open CQA communities and thus the first domain-specific adaptive support
approaches have already appeared: question recommendation in the enterprise CQA
system IBM Connections [Luo et al. 2014] or in Massive Open Online Courses (MOOC)
systems [D. Yang et al. 2014]. We suppose that educational CQA systems in particu-
lar present an interesting topic for additional research. The existing approaches are
not applicable here because additional constraints should be satisfied in this kind of
environment [D. Yang et al. 2014] (e.g., a student cannot be overloaded with too many
questions or difficulty of recommended questions should match student’s knowledge
level). Therefore, proposing novel methods for appropriate adaptive support (mainly
question routing and question retrieval) represents a promising direction for future
work.

In addition, we recognized the potential of CQA systems to be used more intensively
in mobile environments, where user spatial, temporal, and social context plays a sig-
nificant role. In many cases, a user wants to use his/her smartphone or tablet to ask
a question that is specific for particular location and time. As an illustrative example,
we can provide a question asked at Yahoo! Answers? with a title: “Good coffee house
in Houston (preferably with live music)?” It is clear that this kind of question needs
to be treated in CQA systems differently from the majority of questions. During ques-
tion routing, it should be recommended only to a specific subgroup of people who are
familiar with a particular locality, and, in addition, it should be answered fast as the
answer is useful only if delivered in an acceptable time limit. Similarly, during question
retrieval, the provided answers on this kind of questions are not usually suitable to
answer new questions that are related to different location or time. Above all these
specifics, mobile-based question answering requires also novel user interfaces that are
specifically designed with respect to limitations as well as advantages of mobile touch
screens. As a result, CQA systems can be definitely used to answer highly contextual

2https://answers.yahoo.com/question/index?qid=20151123183553AAg1XfM.
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dependent questions in mobile environments, but it is necessary to provide users with
appropriate adaptive collaboration support that will take these contextual dependen-
cies into consideration. The first approaches following this direction has just appeared
(e.g., a real-time question-answering system Real@A proposed by Liu et al. [2015]).

7. CONCLUSION

Community and Collaborative Question Answering (CQA) systems, such as Yahoo!
Answers, Quora or Stack Overflow, represent a substantial source of knowledge in the
current web. They conveniently supplement traditional search engines in answering
complex, subjective, or conversational questions. CQA systems have become a valuable
part of the current web and have also become an interesting subject of many research
articles that tackle with a variety of different aspects. In spite of their heterogeneity,
the research on CQA systems have missed a comprehensive survey and categoriza-
tion. As a result, orientation in this domain and determination of state-of-the-art
approaches was quite challenging. In addition, the existing articles use ambiguous
and inconsistent terminology, as the same problems are commonly termed differently,
and, on the other hand, some terms refer to several different problems.

To address these issues, we performed an extensive survey and review of 265 re-
search studies in order to precisely evaluate the state of the art in this domain. The
main purpose of the survey was to make the orientation in the research on CQA sys-
tems more convenient for researchers who only begin with the research in this area
as well as who already concern with CQA systems. The outcomes from our survey are,
therefore, multiple. We proposed the general descriptive framework, which depicts the
distinguishing attributes of CQA approaches, and the complex three-level classifica-
tion. Both the framework and the categorization can be easily adapted to the future
evolution of CQA research. For example, if a new group of approaches will emerge
(as a respond to a new task/problem in CQA systems), it will be possible to easily in-
tegrate it to the proposed classification. Finally, by means of the proposed descriptive
framework and categorization, we also provide the extensive description of the existing
approaches.

Besides current trends in CQA research, we emphasized in the survey also new
possibilities for future research. In order to summarize these possibilities, we can group
them according to two major phenomena, which can provide directions for additional
research in the existing tasks and open problems solved in CQA systems: preservation
of a long-term sustainability and exploiting transferability of CQA systems.

Current CQA systems have witnessed an emergence of new problems that have
recently started to appear as a result of the increasing number of users and ques-
tions posted every day. The most serious problems, which can significantly hamper
the long-term sustainability of CQA systems, include a constantly growing amount of
low-quality content, passive users, or even users who purposefully abuse the question-
answering process. In order to prevent this undesired evolution, we stress that ad-
ditional exploratory studies, content, and user modeling as well as adaptive support
approaches should be conducted. In our previous work, we already started to examine
this phenomenon in more detail as we conducted the exploratory case study on recent
evolution of community and content on Stack Overflow [Srba and Bielikova 2016].
Community perception as well as data analyses showed that the emerging problems
are highly related to the growing amount of low-quality content created by undesired
groups of users (i.e., help vampires, noobs, and reputation collectors). In order to face the
emerging problems, we proposed the following: (1) to improve the existing motivation
mechanisms based on various gamification principles in order to reflect the real value of
users’ contributions more precisely (as illustrated in Huna et al. [2016]) and (2) to pro-
vide users with novel answerer-oriented adaptive support that, in addition, involves a
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whole community in question answering (as illustrated in Srba et al. [2015]). These ap-
proaches represent an eminent attitude change in the existing question-answering sup-
port methods with the aim to preserve the long-term sustainability of CQA ecosystems.

Second, we are witnessing growing interest in the application of CQA concepts in
various additional environments, such as in the educational domain, in business (e.g.,
in crowd-based support tools or inside software applications), or on mobile devices.
In our previous work [Srba and Bielikova 2015], we investigated mainly transferabil-
ity of CQA systems into the education domain and proposed the novel concept of an
organization-wide educational CQA system and its implementation by means of the
system Askalot. Nevertheless, the research possibilities of these untraditional environ-
ments are much wider.

Besides the open problems and tasks that already have been addressed in the existing
research articles, CQA systems certainly have the potential to be utilized in many new
scenarios that will naturally make novel open problems appear.

In the beginning, it is possible to utilize the tremendous collective intelligence of
large CQA communities for many additional crowdsourcing tasks. Stack Overflow can
be taken as an example. In September 2015, an expansion of the system to incor-
porate software documentation was introduced.®? The incentive for this idea is that
official documentation of many software products is commonly infrequently updated
and incomplete. In these cases, users on Stack Overflow can mutually build alterna-
tive documentation artifacts by employing a bottom-up approach. Consequently, they
can benefit from documentation accompanied by a number of related questions, and,
on the other hand, it will be possible to get rid of many repeatedly asked duplicated
questions concerning with the same issues resulting from insufficient official documen-
tation. These kinds of various extensions of the standard question-answering process
are applicable not only in Stack Overflow but also in other domain-specific as well as
general CQA systems. As a result, they will provide new and interesting possibilities
on how to scaffold users’ collaboration.

Second, large CQA datasets containing millions of answered questions can be em-
ployed also in additional research domains. Especially in natural language processing,
it would be possible to improve automatic question answering by utilizing knowledge
embedded in the archived question-answer pairs or to just use text of questions and an-
swers as a dataset for name entity recognition, word sense disambiguation, sentiment
analyses, and so on.

ELECTRONIC APPENDIX

The electronic appendix for this article, which contains a complete overview of all
analyzed approaches (i.e., also with approaches that are not included in the survey due
to space restrictions), can be accessed in the ACM Digital Library.
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