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In this paper, we argue for continuous and automatic auditing of social media adaptive behavior and outline
its key characteristics and challenges. We are motivated by the spread of online misinformation, which has
recently been fueled by opaque recommendations on social media platforms. Although many platforms have
declared to take steps against the spread of misinformation, the effectiveness of such measures must be assessed
independently. To this end, independent organizations and researchers carry out audits to quantitatively
assess platform recommendation behavior and its effects (e.g., filter bubble creation tendencies). The audits are
typically based on agents simulating the user behavior and collecting platform reactions (e.g., recommended
items). The downside of such auditing is the cost related to the interpretation of collected data (here, some
auditors are advancing automatic annotation). Furthermore, social media platforms are dynamic and ever-
changing (algorithms change, concepts drift, new content appears). Therefore, audits need to be performed
continuously. This further increases the need for automated data annotation. Regarding the data annotation, we
argue for the application of weak supervision, semi-supervised learning, and human-in-the-loop techniques.
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1 PLATFORM ACCOUNTABILITY VIA ADAPTIVE BEHAVIOR AUDITS

The factors of today’s online misinformation spreading are (perhaps) known but are certainly hard
to quantify. The spreading of false information is influenced by many parties involved: from content
consumers (users) and content creators to social media platforms. They interact in a complex
environment and exchange influences with the offline world. Thus, it is hard to pinpoint systemic
reasons and make parties accountable. Despite that, adaptive behavior of social media platforms
has been repeatedly identified as a contributing factor (as recommendation algorithms often prefer
attention-keeping content) [22]. Pushed by public outcry as well as early regulatory initiatives
(e.g., EU’s Code of practice on disinformation'), platforms and their representatives are pledging
to implement preventive measures [9]. However, these pledges are hard to evaluate as platforms
remain closed. Currently, the efficiency of platforms’ countermeasures is primarily self-evaluated,
which is prone to subjectivity and are difficult to validate.

Independent and quantitative auditing of the social media platform adaptive behavior may lead
to more transparency. An audit is a black-box probing technique independent of the platform’s
cooperation, where user behavior is simulated by an agent over a live platform, adaptive behavior of
which is traced and analyzed. For example, using a new user account on a video-oriented platform,
one may first visit (watch) some seed videos (e.g., about some misinformation-linked topic) and
then analyze the recommendations given by the platform (e.g., do they promote misinformation). If
repeated over multiple times, topics, users, user characteristics, seed videos, or feedback options
(views, likes, shares, etc.), a quantitative image about misinformation spreading or filter bubble
creation on the platform can be acquired.

While existing audits are commendable, they suffer from several drawbacks. Most importantly,
their results quickly become obsolete due to changes in: (1) platform content (new content is
constantly being uploaded and is often preferred [4]), (2) adaptive algorithms [25], and (3) evolving
policies (platforms implement specific mitigation features [1]). Methodological inconsistencies
between various surveys are another disadvantage (e.g., differences in agent behavior or data
annotation schemes), making the comparison between studies difficult. It is also hard to see trends,
as studies are primarily conducted in short time periods.

We argue that auditing must be done in a more systematic fashion and continuously. Continuous au-
diting, i.e., permanent (or rather repeated) execution of probing activities over a live platform, would
allow capturing trends occurring on the platform and prevent knowledge obsoletion. Moreover, we
may even distinguish abrupt changes of platform behavior (caused likely by policy changes) from
gradual changes (caused likely by learning of algorithms).

The scale of auditing implies a strong need for automation. The obvious role for automation is the
user interaction with the platform, already done using software agents in many studies. However,
more challenging (and needed) is to automate the data analysis, specifically the annotation of
the observed content (e.g., Is this post conspiratorial? Is that video a pseudoscience?). In most
cases, the annotation is performed by humans, limiting the scalability. Some automated techniques
have already been tried in the literature [16, 19]. In this paper, we argue for the application of weak
supervision, semi-supervised learning, and human-in-the-loop techniques. With it, we seek to tackle
large volumes of data, lack of training labels, concept drifts, new topics, and a lack of agreement on
labeling schemes.

Audits of social media can take various forms. Sandvig et al. [18] identified several options for
data collection. In crowdsourcing audits, data is collected from real users in-the-wild. Social media
applications are scraped as they are visited by users through the use of browser extensions and
add-ons [19]. This provides an authentic picture of the users’ experience. However, scaling the
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data collection to achieve a representative pool of users is challenging due to various ethical and
legal issues, e.g. concerning privacy. Also, the uncontrolled nature of the environment makes data
comparisons hard. To overcome this, recent works utilized bots to impersonate the behavior of
users in a more controlled and uniform way in sockpuppeting audits [7, 16].

As an audit example, we can mention our ongoing project, which builds on existing research [7,
16]. It uses bots to investigate how misinformation filter bubbles are formed and how they may be
bursted. YouTube is used as a case to analyze this behavior. To create misinformation filter bubbles,
bots consume content (watch videos) belonging to a single stance within a misinformation topic
(e.g., promoting the flat earth conspiracy). The seed data are hand-picked for each analyzed topic and
stance. Bots impersonate real users by simulating specific web browsing behavior. This is defined
by simple rules and mainly involves watching videos and navigating the interface. Explicit feedback
such as adding likes to videos is used as well. Data is collected by scraping recommendations from
visited websites and search results from predefined queries. The presence of misinformative content
is annotated manually.

2 TOWARDS CONTINUOUS AUDITING

Continuous auditing is a well-known concept in the finance domain. Kogan et al. [12] defined
continuous auditing as a type of auditing that produces results simultaneously with (or shortly
after) the occurrence of relevant events. One of the motivating forces for continuous audits in
finance has been the growth of fast online trading. The dynamic environment on social media
brings up a similar need for continuous monitoring. Longitudinal algorithmic audits would allow
comparing personalization along a different axis than audits capturing snapshots of single points
in time [15].

Longitudinal audits have already been employed to audit search results [15] and news headlines
from Google Top Stories [11]. However, longitudinal audits of personalization on social media
platforms are largely missing. Relatively rare crowdsourcing audits with real users [19] and longi-
tudinal studies [14] have posed challenges in retaining engaged participants and scaling outside of
local communities. Sockpuppeting audits tend to be carried out as snapshots of single points in
time [7, 16], but can also span over several months [20]. By simulation of a range of user behaviors
and control of the conditions of the audit (geolocation, demographics, etc.), they are well-suited to
the task.

Continuous audits bring several challenges. The platforms are dynamic, and some of their
changes surface over a long time period. It is essential to distinguish between endogenous (changes
in algorithms, policy decisions made by platforms) and exogenous factors (changes in content,
external events, behavior of content creators) in audit results over time [15]. Related work proposed
frameworks, e.g., to distinguish and quantify sources of bias in search results [13]. Similar tools
will be needed for separating different sources of dynamism in audit results over time. Comparative
studies across platforms and topics of audited content could also be helpful.

Furthermore, platforms frequently modify their user interfaces and services. Maintenance of
agent scripting is necessary to keep up with the changes even during a short audit. To enable long
term comparisons, continuous audits will need to focus on core features (that tend to be stable and
common across platforms, e.g., endorsement option “like”). On the other hand, agents should be
endowed with a user-realistic behavior to reflect real conditions and adaptation impacts. Some levels
of fidelity can usually be achieved by conventional approaches (manually scripted scenarios [7, 16]).
However, it could be supplemented by models learned on real user behavior (e.g. [10]).
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3 TOWARDS AUTOMATIC ANNOTATION

For continuous auditing to be effective, it needs to be done with minimal human effort. This is
directly opposed by the need to annotate large volumes of collected data. Despite some possible
annotation re-use (as some of the content is featured multiple times on a platform), new content
emerging everyday will make the already created annotations obsolete. Such prospects ask for
automatic content annotation methods.

Only a few social media audits perform automatic annotation. Silva et al. [19] used CNN to
automatically identify political ads on Facebook, achieving high accuracy on a balanced dataset.
In Papadamou et al. [16], the annotation of YouTube videos was done using NN classifier trained
on a small set of crowd-sourced human annotations (using features such as title, description,
transcript or comments). Unfortunately, the accuracy was meager due to the presence of human
bias in the annotations [16]. To counter this drawback, a multi-step approach to annotation could
be used [3, 24]. The intermediate steps can be more rigorously defined, and thus, annotation
subjectivity can be lowered. For example, a monolithic classification can be replaced by a two-step
process. In a first step, the presence of a known misinformative claim (drawn from a catalog)
would be determined. In the second step, the stance of the content piece towards that claim would
be estimated [23]. Although using multi-step approaches increase the annotation requirements
(multiple labels are needed per observation), these could be lowered by using the weak supervision
paradigm [17]. Weak labels can often be automatically generated, which further eliminates human
efforts and reduces the annotator biases.

The automatic annotation would also have to solve the concept drift problem: term and phrase
meanings change and new ones emerge. Capturing the new meanings is crucial as it opens up
opportunities for auditing preventive actions (such as those taken recently against COVID pan-
demic [1]). For the concept drift problem, we see human-in-the-loop approaches as the answer
[2, 5, 6]. The concept drift detection can be done automatically by checking the confidence of the
model or distribution and differences between observed samples [2, 5]. After detecting a concept
drift, the optimal samples are selected and sent for human annotation to become part of training
sets [2, 5, 6].

4 CONCLUSION AND DISCUSSION

Achieving proper accountability of social media platforms will require not only self-imposed rules
or public regulations but also reliable, independent tools and methods for the platform behavior
assessment. We envision one such family of tools oriented towards auditing of adaptive behavior,
especially recommendations.

We argue that although recent auditing studies brought some insight into the behavior of large
platforms, they become quickly outdated by content or policy changes. Therefore, the current
practice of sporadic one-time studies has to shift into continuous auditing. With continuous auditing,
we would be able to see trends in misinformative content spreading as well as effects of platform
policy changes. Lot of data, generated by the audits, will need to be annotated through automated
means, supplemented by human-in-the-loop solutions for hard-to-tackle cases, such as appearances
of new content topics (e.g., COVID). The human annotators will also curate the seed data pools (e.g.,
search queries, videos, initial users/channels to follow, etc.) to representatively cover all relevant
content domains and trending topics. Acquisition of these pools will also benefit from automated
methods. The aim of automation is to minimize the human effort necessary, not their supervision,
which is essential for the audits to be credible. But to avoid any substantial harms on human values
and fundamental rights, proper ethical assessment should accompany every future research in this
area [8].
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The credibility of the independent audits is their key requirement. It goes hand in hand with
their reproducibility. Thus, the methodology, seed data, collected data, and source codes used for
auditing needs to be open (existing research platforms supporting open access to data, such as
our platform MonAnt [21], may serve for this purpose). In addition, decisions of the automated
methods need to be transparent and accompanied with explanations.
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